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FinRegLab’s wide-ranging investigation into the use of artificial intelligence (AI) in financial services provides the basis for our AI FAQs. This resource is designed to provide financial services stakeholders with accessible information about the technological, market, and policy issues related to the use of these advanced analytical techniques in the service of a vibrant and inclusive financial marketplace. This edition of our AI FAQs identifies the ways in which financial services firms are using AI, describes the types of AI commonly found in these applications, and outlines key policy debates.

Artificial intelligence (AI) and machine learning are transforming financial services and offer significant potential to improve how firms meet the needs of consumers and businesses. From underwriting loans and trading securities to customizing products and answering customer questions, financial institutions are using various AI techniques and tools to remake business processes and operations. Firms are seeking to deploy these advanced analytical techniques to enhance the accuracy and speed of their operations, to expand markets and access to underserved populations, and to reduce losses and other operating costs.

At the same time, the potential for widespread use of AI to create new risks and reinforce or even amplify existing ones is the source of concern. These problems may arise from a variety of sources:

- **The way the algorithm is designed or used**
- **The type, quality, or magnitude of data that the algorithm analyzes, or**
- **The way in which some or all of these factors combine in a specific example.**

*FinRegLab is a nonprofit research organization founded on the premise that independent, rigorous research is a primary ingredient in developing market norms and policy solutions that will enable responsible innovation and a more inclusive financial system.*
In some cases, problems such as discrimination and financial exclusion may be exacerbated by the complicated computational techniques that AI models use to analyze and combine large amounts of data. In this context, it is especially important to differentiate whether the data or technology is the underlying source of the problem. Data may be the more likely cause of an AI model replicating prior patterns of discrimination, but the design and complexity of the model may also obscure the user’s ability to detect and mitigate bias.

But even where the risks of using machine learning are no different than existing forms of statistical prediction, they can seem more problematic in the context of AI because of the perception that use of these models will accelerate a long-standing shift towards high-speed, large-scale automation. AI models may also cause concern because their complexity and predictive power have created a sense that we cannot know how or why a result was produced and therefore will have less ability to detect problems and correct them.

FinRegLab is investigating the state of AI in financial services to understand better several key issues:

» How the use of advanced analytical processes can help drive our financial system toward a more rapid and inclusive recovery from the COVID-19 pandemic—one that improves the financial resiliency of families, businesses, and communities over the longer term

» How the use of AI in financial services is shaping the evolution of these technologies, especially with respect to improvements in the explainability, reliability, and fairness of AI and machine learning models

» How financial institutions, vendors, and policymakers evaluate obstacles to the use of AI and machine learning in various applications

» How policy, law, and regulation may need to evolve to promote responsible development and use of AI in the financial system

The use of machine learning in credit underwriting is of particular interest as an outgrowth of FinRegLab’s research on one form of alternative data—the use of cash-flow data in consumer and small business lending. Research into advanced analytical methods like machine learning also complements our work to evaluate how data and technology can foster an inclusive recovery from the pandemic and improve the financial foundations of millions of individuals and businesses.

To create a resource for financial services stakeholders, we have designed these FAQs to share insights from our investigation of the use of AI and machine learning in financial services. The focus this edition of FAQs is to provide an overview of the foundational concepts at issue, the state of the market, and the key ongoing debates about the use of AI in financial services. The following questions are answered in this edition:

» What are artificial intelligence (AI) and machine learning?

» How different are AI and machine learning from other common forms of predictive modelling?

» How can we evaluate a specific use of AI or machine learning to understand relevant differences when compared to incumbent models?
» How are AI models different from other forms of automated prediction?
» How are machine learning models developed?
» How do AI and machine learning models change after deployment?
» What are supervised learning, unsupervised learning, and reinforcement learning?
» What is deep learning?
» How are AI and machine learning being used in financial services?
» What are the key policy debates about using AI in financial services?
» What forms of AI and machine learning are most commonly used in financial services? How do they work?
» What is the basis for believing that machine learning could improve credit underwriting?

Additional FAQs over the next few months will enrich and extend the issues considered here. Our next edition will focus more deeply on the application of machine learning in credit underwriting. Another edition will take up questions about the data science related to explainable AI technologies.

What are artificial intelligence (AI) and machine learning?

Artificial intelligence (AI) is a term coined in 1956 to describe computers that perform processes or tasks that “traditionally have required human intelligence.”¹ We routinely rely on AI in our daily lives—when we search for content on the internet, use social media, or communicate through messaging platforms. Automated processes have long been used and trusted in very sensitive applications—like commercial aviation, where pilots report spending seven minutes or less manually piloting their aircraft, primarily during takeoff and landing.² Advances in modelling and data science are pushing AI to the fore in high-stakes uses, such as diagnosing cancer,³ matching available organs to those in need of transplants,⁴ and enabling self-driving cars.⁵

Machine learning refers to the subset of artificial intelligence that gives “computers the ability to learn without being explicitly programmed.”⁶ Even the programmer may not understand the underlying processes by which the model operates. His or her role is to provide the learning algorithm a sufficient number of examples to derive a process or processes for predicting an outcome. Machine learning is a way to build mathematical models that can be used in a variety of contexts. In some cases, like fraud screening and credit underwriting, the model’s output is used to inform a particular decision: approve or deny an application or transaction. In others, the models help to enable broader AI-driven processes—like enabling a self-driving car, a robo-advisor, or a chatbot.
How different are AI and machine learning from other common forms of predictive modelling?

Machine learning and other common forms of predictive modelling including logistic regression share some of the same goals: to make accurate predictions derived from data given uncertainties inherent in the calculations.

Neither AI nor machine learning are new. Both draw on the same bodies of knowledge and experience as other forms of predictive modelling—mathematics, statistics, and computer science. In the 1930s, Alan Turing’s description of stored-program machines—now known widely as Turing machines—marks the first modern work on computing and included machine learning concepts. AI began to be studied intensively in Defense Department research in the 1950s, but did not lead to widespread adoption.

The confluence of dramatic increases in computing power and exponential growth of digital data in the 1990s has brought machine learning back to the forefront of research and development. As a result, machine learning techniques that have long been known are being operationalized across the economy and in financial services. The shift from classical AI research to the contemporary development of machine learning focuses on structuring intelligence tasks as statistical learning problems rather than trying to create a program based on how a human might approach such tasks.

As firms drive to adopt models that are more complex than what they replace, the complexity of these new approaches requires reconsideration of a range of strategic and operational issues, including how well they comply with the requirements of applicable regulatory and risk management frameworks. This has, in turn, spurred development of new machine learning modelling techniques and tools, especially in the area of model interpretability or explainability.

However, from the point of view of practitioners trying to implement and use new analytical methods at scale, the effort to differentiate AI and machine learning from incumbent forms of predictive modelling may be not be particularly meaningful. What may look from some perspectives like a single model may actual be a suite of models that combines machine learning and logistic regression and other more traditional modelling techniques. Any one model builder may choose from a diverse, varied, and rapidly-evolving set of modeling techniques based on the specific needs of his or her use case, subject to applicable resource, business process, and regulatory limitations.

How can we evaluate a specific use of AI or machine learning to understand relevant differences when compared to incumbent models?

Even if data scientists and model builders see substantial continuity between AI and prior forms of statistical prediction, some questions—especially those about how to interpret and apply existing legal, regulatory, and risk management frameworks—do require understanding the differences between AI models and the incumbent models they might replace. The following questions can focus attention on the differences relevant in this context:

» Are the risks related to a particular use of AI or machine learning the result of the model, the data being analyzed by the model, or some combination of the two?
» Does a particular use of AI or machine learning introduce novel risks?

» Does a particular use of AI or machine learning change or accentuate risks associated with traditional forms of statistical prediction doing the same thing?

» How well do existing law, regulation, and risk management processes enable effective oversight of these risks?

In this context, it is worth remembering that like many earlier waves of new mathematics and technology, much of AI’s potential benefit derives from its ability to do something—detect patterns and correlations—that humans cannot do as well themselves. But humans are still responsible for critical decisions about model governance and need to be able to understand how and why models produce the results they do. Given that AI models are often more complex than their predecessors, data scientists, academics, and industry practitioners are now focused intensely on developing more interpretable machine learning models as well as separate tools that can be paired with “black box” AI models to enable more oversight.

This emphasis on the ability to explain AI models points to a critical question for widespread adoption across use cases and regulatory frameworks: how can we operate machine learning models with sufficient insight into their functioning to be able to detect errors and problems, manage risks, and explain specific predictions?

How are AI models different from other forms of automated prediction?

Traditional forms of automated prediction often use computers to make computations, but they also typically rely on programmers to define the basic relationships between the inputs and target variable. By contrast, machine learning algorithms tend to be given only the target variable and then use computationally intensive processes to identify the relationships between various data inputs and the target variable and produce the predictive model. The machine learning algorithm has the capacity to change computational processes and improve the model’s performance at each step of the process.

In this regard, the development of traditional automated prediction models can be thought of as being more dependent on the programmer or model builder. That in turn means that the machines operate with less flexibility and that the resulting models are limited by the relationships between the data and the prediction that the programmer can perceive and program.

By contrast, AI-driven methods give the machine more flexibility to create code based on the analysis of data, often in volumes and at speeds well beyond what would be manageable for a human. This often produces significantly more complex models that are more difficult for humans to understand and monitor, whatever their specific benefits might be. Those differences are important—both for how users and their regulators evaluate the relative benefits of AI in particular applications and adapt and operationalize frameworks to govern the associated risks.

Nevertheless, it is worth questioning whether those differences are as defining as they can seem. The term AI in particular often conjures up a dystopian future that science fiction has long explored: robots gone awry and loss of agency that challenges our sense of what it means to be human.?
practice, the forms of AI and machine learning being used by firms across the economy today may represent a far less daunting change, especially in areas like financial services where their development and use will be subject to extensive regulation and oversight.

Approaches to managing automated models are well established in financial services, although firms and policymakers are still evaluating whether and how those need to be adapted for use with AI models.

How are machine learning models developed?

Although the intensity of individual steps can vary, machine learning models are generally developed in the following steps:

» **Algorithm Selection:** The model builder picks a learning algorithm or algorithms based on the application for which the model is being developed. Tradeoffs between algorithm types include the amount of data required, the types of relationships they can look for, and the ease of providing explanations of how the model works and for specific results.

» **Training:** Training data is fed into a learning algorithm that is designed to produce a predictive model based on the information contained in the data selected for use in training. Compared to traditional statistical modelling techniques, the machine learning algorithm rather than a human coder determines the structure of the resulting model.

» **Validation:** After training, predictive models evaluate a hold-out data set—one other than the one on which it was trained—to evaluate its reliability and robustness. Validation is particularly important in building machine learning models given the risk of overfitting—the risk that the machine learning algorithm fits the predictive model too narrowly to the specific characteristics of limited training data, which may result in unnecessary complexity and increase the fragility of the model’s performance.

» **Tuning:** Machine learning models are then “tuned” in order to maximize performance based on validation and testing results. Tuning, validation, and testing may occur in several iterations during model development. Tuning is a critical step to reduce overfitting problems. Regularization is one technique used to tune a model—here, an additional term is added to constrain the model so that specific coefficients cannot take extreme values. Hyperparameters are another tuning tool. These metrics or knobs to adjust models are set before training begins either by a data scientist or autoML software and their values can be changed during tuning.

» **Testing:** Testing involves statistically assessing performance using data that neither the data scientist nor model have seen.

» **Shadow deployment:** Firms typically run the developmental model parallel to models that are already in production. This permits direct comparison to incumbent models on performance, stability, and other metrics relevant to the use case and refinement of model design, implementation, and risk management plans.
How do AI and machine learning models change after deployment?

Once in use, certain kinds of AI and machine learning models may refine the processes by which predictions are made based on analyses of new data and information, including prior performance of its predictions. The refinements can include incorporation of new variables created through complex computational processes, changing the weight given to variables in response to new conditions, and excluding variables where appropriate. The degree to which machine learning models change while in use, as well as the volume and nature of data being used for analysis, varies significantly based on the context in which the model is being used and the specific machine learning techniques being used. In most cases, model retraining and testing will be done offline, and updates deployed only after the relevant performance criteria have been met.

What are supervised learning, unsupervised learning, and reinforcement learning?

Financial services applications of AI disproportionately use machine learning, which uses the following forms of learning:

» **Supervised learning:** Supervised learning refers to a model that is trained on a data set that includes an outcome measure for its target variable. For example, if the data set that is used to train a fraud model contains an indication that specifies the subset of transactions that turned out to be fraudulent, the resulting model is a supervised learning model. Supervised learning is the most common approach within financial services, especially in areas like credit scoring and underwriting.

» **Unsupervised learning:** An unsupervised learning model detects patterns in a data set that does not include the outcome measure for its target variable. In the example above, a fraud model would be unsupervised learning if the training data did not identify which transactions proved to be fraudulent. The patterns detected can be used directly by the model to make predictions or as features in a supervised learning model. Unsupervised learning is commonly used for anomaly detection and in use cases like genetic testing.

» **Reinforcement learning:** Where reinforcement learning is used, the model is trained on data, identifies an action for each variable, and receives input from a human or another model that helps the algorithm learn. This includes learning to make a series of decisions correctly—such as playing and winning games.

What is deep learning?

Deep learning is a form of machine learning that was inspired by the analytical processes of the human brain and that uses multiple layers to progressively extract deeper meaning from the input data. Neural networks consisting of at least four or five analytical layers are a common example of deep learning. Deep learning, which can be used in the context of supervised, unsupervised, or reinforcement learning, is being used to help self-driving cars detect objects such as stop signs and traffic lights.
How are AI and machine learning being used in financial services?

Financial institutions are already using AI and machine learning in a variety of contexts, as well as exploring potential additional applications. These uses include:

» **Fraud and financial crimes detection:** AI and machine learning have enormous power to improve risk detection in areas where data-intensive, iterative processes are needed to identify individual illicit acts based on patterns within massive volumes of streaming activity. Financial institutions have long leveraged this capability to screen applications and monitor transactions for fraud. These advanced analytical processes deliver more accurate risk identification and reduce the number of applications or transactions improperly rejected as false positives. In this context, emerging forms of machine learning can enable sharing of insights among firms and between regulatory and law enforcement agencies without sharing any data that is legally protected or sensitive and undermining compliance with privacy and data localization laws.

» **Securities trading:** Machine learning and other forms of artificial intelligence are widely used in securities markets. Here, machine learning has increased the speed and volume at which trading occurs, allowing market participants to identify and capture gains from smaller pricing gaps than previously possible.

» **Credit scoring and underwriting:** Lenders and third party-credit score providers are evaluating various ways in which machine learning can improve the predictive power of the models they use to evaluate default risk with the aim of improving predictive performance. Some firms use data inputs derived from machine learning into more traditional models or use machine learning models to assess traditional underwriting data.

» **Customer segmentation:** Financial services firms, like firms across the economy, use machine learning techniques to develop targeted marketing and shape the contents and terms of product offers.

» **Product / content recommenders and robo-advisors:** Financial services firms, like most firms conducting business online, use machine learning to create software tools that generate and provide customized suggestions for products, services, or other content that might be of interest. Robo-advisors are a more sophisticated form of recommendation systems.

» **Identity verification:** Financial institutions verify and authenticate the identity of applicants and customers to comply with anti-financial crimes requirements, prevent fraud, and ensure they are obtaining accurate information about applicants and customers. Advanced analytical processes help firms approve all legitimate applicants and customers with minimal disruption in the customer experience.

» **Chatbots and virtual assistants:** A chatbot or virtual assistant helps customers solve problems or make transactions. In various contexts, a customer can ask for information and respond to inquiries and statements from the chatbot using natural language in text
or audio. Firms in financial services and more broadly use this technology for customer relationship management.

With respect to each of these contexts, AI may improve the predictiveness of models over time when compared to existing methods, because it can harvest insight from significantly greater volumes of data and quickly adjust calculations and predictions based on changes in that data. In applications that can be largely manual for some firms, like responding to customer questions and identity verification, machine learning may also improve the consistency of results and help reduce operating costs.

**Further Reading**


**What are the key policy debates about using AI in financial services?**

Data scientists, academics, industry practitioners, advocates, and policymakers are all turning their attention to resolving uncertainty about when we can trust AI and when we cannot. This challenge is all the more complex in the financial sector, where extensive regulatory frameworks force consideration of questions about trustworthiness more holistically and at an earlier stage than may occur in other sectors. Indeed, implementing machine learning in the financial system often requires meeting exacting requirements focused on securing the financial system from illicit activity, promoting responsible risk-taking, and providing customers broad, non-discriminatory access.

In the financial services context, trustworthiness speaks broadly to the following components, which apply broadly to all forms of statistical prediction including AI and machine learning techniques:

- **Reliability**: Firms interested in adopting machine learning need to demonstrate that a particular model performs as intended for its use case—that is, the model’s predictions meet its needs for accuracy—just as incumbent models do.

- **Robustness**: A second aspect of performance relates to how well the model makes predictions in unexpected conditions. In the context of machine learning, the need to consider how a particular model reacts when confronted with changes in the data environment in which it will be deployed is especially important. Machine learning models may not do well in recognizing changes in the data pipeline and return lower quality predictions when confronted with data that is different than that on which they trained, even though they may offer users the ability to recalibrate models faster than other forms of automated prediction.

- **Explainability**: Addressing “black box” functionality of certain AI technologies is critical to financial services, where firms have to respond to specific regulatory requirements, such as demonstrating general model performance and explaining specific decisions.
Global explainability refers to the ability to understand the high-level decision-making processes used by a model and is relevant to evaluating a model’s overall behavior and fitness for use. Local explainability speaks to the ability to identify the basis for specific decisions directed by the model. Both forms of explainability are important to enable appropriate human learning from and oversight of AI and machine learning models in financial services contexts.

» **Privacy:** Machine learning can dramatically improve our systemic ability to extract information from data sets, including data sets that are exponentially larger and more diverse than previously used for particular financial services functions. This raises questions about individuals’ ability to limit the use of certain kinds of information and firms’ decisions to use particular kinds of data, and methods for obtaining data.

» **Security:** Established frameworks may need to evolve to secure AI models since they can be manipulated without direct access to their code by, for example, maliciously embedding signals in social network feeds or news feeds that are not detectable by humans. Further, because machine learning models encode aspects of training data into the mechanisms by which they operate, they have the potential to expose private or sensitive information from the training data to users.

» **Fairness:** Whether and how AI and machine learning can be used in compliance with non-discrimination requirements are foremost among a range of fairness questions related to the use of AI. Particularly in underwriting and marketing contexts, the shift to machine learning models creates concern about our ability to prevent use of race, gender, or other protected characteristics. For example, machine learning models may be able to derive race, gender, or other protected class information by analyzing patterns in the input data and can then factor information that is barred from use into its analysis. The power of machine learning to enable assessments at a much more personal level may also intensify critiques of risk-based pricing. Other concerns involve broader notions of fairness, such as factoring in types of information that do not have an obvious relationship to the prediction or that the data subjects cannot control.

**Further Reading**


What forms of AI and machine learning are most commonly used in financial services?

How do they work?

Firms are still evaluating potential uses for varied forms of AI and machine learning—and even how to pair different forms of these modelling techniques with each other and with traditional statistical prediction methods. The following represent forms of advanced modelling techniques that are most relevant to the financial system:

- **Decision trees and forests:** Decision trees implement traditional "if – then" logic by converting a series of uncertain events relevant to an outcome that the model will predict into a series of binary decisions in a hierarchical structure. They visually represent their partitioning decision steps by each variable included in the algorithm, showing how each additional variable contributes to an ultimate decision. The decisions split based on variables in each branch. So, in credit underwriting, a decision tree might be designed to evaluate the likelihood that a particular applicant will pay back a loan. The tree would start with one variable and branch out to other variables with questions like: How often is this person late on bills? What portion of their income is rent or mortgage? How much do they pay for a car loan? Do they have over 30 percent credit card usage? Each of these inquiries branch off from each other, forming a string of calculations that can be used to predict an answer the question above. Individual decision trees or groups of decision trees can be used to create a model. Random forest models and gradient boosting machines are examples of ensemble models using multiple decision trees. Decision trees are well suited to credit risk assessment, customer loyalty programs, and fraud detection.

- **Neural networks:** Neural networks are a form of deep learning that emulate human brain learning to discover complex patterns in data. They do so by evaluating data in a sequence of layers designed to recognize, analyze, and connect different features of the data set, which are designed to resemble neurons working in the background of the human mind. There is then an output produced, from which humans can correct any issues in the data analysis and the machine will continue to learn, eventually not needing human help to fix errors. In credit scoring, neural networks may be particularly effective in tailoring weights of different variables to each personal situation, factoring in improvement over time in repaying debt rather than just looking at overall debt ratio, for example. Neural networks are generally the most difficult “black box" model to explain because they produce the most complex modeling functions, although new techniques like integrated gradients approaches are improving their interpretability. Neural networks have long been used in fraud screening, and may be used by credit card issuers in risk scoring models.

Further Reading


Bazarbash (2019).
What is the basis for believing that machine learning could improve credit underwriting?

Credit score developers and lenders are exploring the use of machine learning techniques to improve their ability to predict credit risk with or without new data sources. Machine learning has the potential to improve the speed and accuracy of predictions and to improve our ability to infer the entire distribution of potential outcomes and understand the variability of model predictions. These benefits, if realized, would serve goals broadly shared by borrowers, firms, policymakers, and investors alike:

» Assess the risk of default of and price offers of credit to individual applicants in more personalized ways

» Reduce mispricing based on inaccurate estimation of the likelihood of default

» Reduce default rates and losses

» Enhance the efficiency of lending markets

» Improve risk assessment for those who lack sufficient credit history to be scored using traditional models and data sources\textsuperscript{16}

Individual firms are at different points in the process of exploring using machine learning for credit underwriting depending on their strategy, resources, legal structure, comfort level with unresolved policy questions, and other factors. Any of the following scenarios may be relevant, but each poses different benefits and risks for financial inclusion:

» **Machine learning model analyzes traditional underwriting inputs:** Compared to a traditional regression model, a machine learning underwriting model, using exactly the same information as regression models do today, has the potential to derive superior predictive performance from an applicant’s information.\textsuperscript{17}

» **Machine learning model also analyzes alternative financial data as an underwriting input:** Adding financial data not traditionally included in underwriting analyses—such as transaction and payments account data—can improve the predictive power of traditional underwriting models.\textsuperscript{18} Incorporating recurring periodic payments, such as rent, utility, and mobile phone payments, and basic cash-flow metrics, such as average monthly transaction account cushion, may further enhance the benefits provided by use of machine learning on traditional underwriting inputs.

» **Machine learning model also analyzes “big data” as an underwriting input:** The most aggressive use of data for credit underwriting would include an array of non-financial data, such as social media data and behavioral data of various kinds (e.g., internet search histories or the content, time, and location of purchases). Whether incorporating this broader data into traditional underwriting models responsibly expands access to
credit is not well understood. In this scenario, machine learning models may be able to derive meaningful credit insights from a vast and disparate constellation of data points, but the potential benefits, especially for financial inclusion, are more difficult to predict given privacy, bias, and fairness questions raised by using some forms of data for underwriting.

More research is needed to understand the financial inclusion benefits, as well as the risks of discrimination, unfairness, or inaccurate prediction, that go along with each of these scenarios.

Further Reading


Bazarbash (2019).


Maria Fernandez Vidal & Fernando Barbon, Credit Scoring in Financial Inclusion: How to use advanced analytics to build credit-scoring models that increase access, Consultative Group to Assist the Poor (July 2019), available at https://www.cgap.org/sites/default/files/publications/2019_07_Technical_Guide_CreditScore.pdf.
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