Federated Machine Learning in Anti-Financial Crime Processes

Frequently Asked Questions

FinRegLab’s investigation into the use of artificial intelligence (AI) in financial services provides the basis for our AI FAQs. This resource is designed to provide financial services stakeholders with accessible information about the technological, market, and policy issues related to the use of these advanced analytical techniques in the service of a vibrant and inclusive financial marketplace. This edition of our AI FAQs focuses on the potential for using federated machine learning to improve the efficiency and inclusiveness of processes to monitor and prevent illicit financial activity. These FAQs have been created to support FinRegLab’s Research Proposal to the Central Bank of the Future Conference that was hosted by the Federal Reserve Bank of San Francisco and the University of Michigan’s Center on Finance, Law & Policy.¹

At its core, federated learning inverts how we normally assume machine learning models work, and that inverted architecture can help users navigate requirements related to data privacy, security, and protection, as well as operational constraints, that make data sharing unusually difficult, risky, or costly. Instead of aggregating a large volume of data on which to train an algorithm in a central location, federated learning sends the learning algorithm to the data. Repeating this process across each participating institution enables a networked, hub-and-spoke system for developing a model that reflects insights from a larger and more varied data set than any one participant in the system can access on its own. The coordinating hub will then share back to participants model weights and parameters from that model that reflect those broader insights. In effect, federated machine learning systems have the potential to improve current efforts to identify illicit financial activity by enabling shared learning without sharing data.

In the context of financial crimes compliance, this aspect of federated learning poses an elegant and potentially transformative technological solution to problems that have limited our ability to prevent misuse of the financial system. In the aftermath of the terrorist attacks on September 11th,
the U.S. government expanded the anti-money laundering (AML) and sanctions regime under the Bank Secrecy Act (BSA). These efforts heightened obligations on firms to identify and report activities that may involve illicit financial activity. To support more proactive identification of complex and quickly evolving risks across the marketplace, Section 314(b) of the Patriot Act contemplated information sharing among firms in cases of suspected laundering or terror financing. However, in practice little information sharing occurs under this provision due primarily to concerns related to privacy, information security, and competition, as well as legal uncertainty about this provision’s application.

Federated learning might be used in a number of ways to address concerns about financial crimes compliance. It might be applied to different anti-financial crime (AFC) processes, such as customer onboarding or transaction monitoring. Federated learning can also be built using different configurations of participants. For example, the federation might encompass firms and government actors within a single jurisdiction or across multiple jurisdictions. Similarly, a vendor could play the role of hub, or that role may be taken up by a central bank or law enforcement agency.

For this document and in keeping with our proposal to the Central Bank of the Future conference, FinRegLab assumes that the hub role will be played by a central bank that as part of its mandate promotes responsible adoption of advanced technologies and actively supports financial inclusion. Taking on this role can give central banks a pivotal lever to achieve two important goals:

» Enhancing confidence on the part of investors, firms, and international bodies in the ability of domestic financial institutions and their customers to participate safely and responsibly in the global financial system.

» Improving domestic access to the international financial system, especially in areas critical for growth and development like foreign direct investment, remittance transfers, and other money services businesses.

Federated machine learning has the potential to enhance stakeholders’ confidence in our collective ability to identify correctly individuals and transactions related to illicit financial activity. This improvement has the potential to translate into process changes and cost savings for financial institutions and their regulators, as well as encourage the creation of a more vibrant and inclusive financial system.

These FAQs are designed to explain and enrich the concepts presented in our research proposal. The following questions are answered in this edition:

» What is federated machine learning? How is it different from other forms of machine learning?

» How are federated models developed?

» What are the key features of current approaches to financial crimes compliance?

» What are the potential benefits of using federated machine learning to identify risks related to financial crimes?
» What are the potential confidentiality and privacy implications of using federated machine learning in anti-financial crime processes?

» What is the basis for believing that using federated machine learning to identify illicit financial activity has the potential to expand access to the financial system?

» What aspects of using federated learning to improve financial crimes compliance processes warrant further research?

FinRegLab will continue to explore opportunities to assess federated learning’s potential for transforming the efficiency and inclusiveness of financial crimes compliance. We will update and expand these FAQs as that work progresses.

What is federated machine learning? How is it different from other forms of machine learning?

Federated machine learning is a distributed form of machine learning that uses decentralized model training and development processes. In federated learning, a learning or classification algorithm trains on data held by node entities—such as financial institutions—that are participating in the federated learning process. Each node provides access for that algorithm to training data held on its servers and uploads updates to the algorithm to a coordinating server. By contrast, non-federated forms of machine learning typically train on data held on a central server, which can be costly, impractical, or risky to acquire and aggregate in some contexts given confidentiality requirements and competitive considerations.

In leaving training data at its origin, federated machine learning enables access to a "significantly wider range of data than what any single organization possesses in house" by using an architecture that is designed to avoid compromising the privacy, information security, and competitive interests of each firm that provides training data. Among the most important aspects of this approach is its ability to increase the number of "true positives"—examples of the behavior that the model is designed to detect—in the available training data. In practice, a financial institution may only be able to train a risk identification model on 10 examples of activity that represent a particular type of illicit financial activity, whereas a federated model for identifying the same kind of risk may be trained on an aggregated set of 500 examples of that activity across all the participating node institutions, and each participating firm will be able to use the insights derived from the richer training data in the federated model.

Federated machine learning has potential application in other areas where improving access to certain kinds of data for training models is critical to model performance, such as healthcare, autonomous vehicles, retail marketing personalization, and in other financial services applications such as fraud.
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Related FAQs

How are federated models developed?

What are the potential benefits of using federated machine learning to identify risks related to financial crimes?

How are federated models developed?

Federated machine learning can be used to develop models using the following steps:12

» **Initial model development:** One hub institution—a central bank in our proposal—develops a learning algorithm that is designed to identify activities and patterns that point to potential illicit financial activity. The central hub trains that algorithm on a preliminary data set to create a model that will detect trends, anomalies, or to make predictions about potential risk levels.

» **Model shared to nodes:** That preliminary model or the learning algorithm is then shared with institutions participating as nodes—which in an AFC context may be financial institutions, law enforcement, or regulatory agencies.

» **Model training in nodes:** Each institution participating as a node will then train a copy of the model on their own institutional transaction data. With potentially hundreds of participants, each model copy is re-trained, reflecting new parameters and weights based on the training data available at each participating node.

» **Re-trained models returned to hub:** Each participant transmits to the hub either a version of the retrained model back or detailed information on the updated parameters and weights, without sharing any of their data. This could happen periodically or on a set schedule independent of other participants.

» **Aggregation by the hub:** The hub server aggregates and analyzes the revised model parameters received from the nodes and updates the central model based on this information.

» **Updated model shared back to nodes:** The hub then shares the revised model back to participants. The model now reflects insights derived from analysis of all the participants’ data. Alternatively, the hub could instead share revised weights and parameters for each participant to use in their own individual risk identification models. The model weights and parameters would need appropriate security to ensure illicit actors cannot evade the updated processes.
A short video describing this process can be viewed [here](#).
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- How are AI models and machine learning models developed?
- What forms of AI and machine learning are most commonly used in financial services? How do they work?
- What are the potential confidentiality and privacy implications of using federated machine learning in anti-financial crime processes?

What are the key features of current approaches to financial crimes compliance?

The potential for federated machine learning to create more effective and inclusive AFC processes is particularly important because of the current efforts by both financial institutions and regulators to improve compliance have produced uneven results. The current system is characterized by:

**High pressure and escalating costs:** Firms have experienced intense and sustained regulatory oversight of their efforts to detect and report risks of illicit activity since September 11th. The core risk management expectations have been reinforced by subsequent waves of banking regulation. Both enforcement actions and the compliance costs that firms incur to forestall these actions are measured in billions. To help manage this level of regulatory oversight, financial institutions spend $1.28 trillion annually to combat financial crime around the world, including $181 billion on AFC compliance. In 2020, those compliance costs increased by an estimated 33 percent.

**Weak results:** Notwithstanding substantial investment and levels of activity to secure the financial system, less than 1 percent of an estimated $2 trillion laundered annually through the world financial system is actually caught. This means that—in addition to spending on compliance—companies, individuals, and governments lose an estimated $1.45 trillion
annually to financial crime as victims of fraud, bribery or corruption, money laundering, theft, cybercrime, and issues related to slave labor or human trafficking.\textsuperscript{19} A large part of the problem is that financial institutions develop models that are limited to their own information or rely on vendor-provided models that may provide marginally better insight on patterns of illicit activity that affect multiple firms or markets. Further, law enforcement does not generally provide feedback about which reported transactions are confirmed instances of illicit activity and which are not. As a result, risk identification models produced by firms and vendors are developed without access to deep or current information about true positives.

\textbf{» Little coordination:} The structure of BSA/AML oversight is designed primarily to detect and prosecute bad actors, rather than to position firms and their regulators to prevent and disrupt illicit financial activity.\textsuperscript{20} In some cases, this means that domestic requirements prevent sharing information about potential risks among operating subsidiaries of global firms. Competitive interests and market structures may also undermine each individual firm’s incentives to share information about emerging risk patterns among peers. Further, as noted above, firms have little access to training data from government sources that provides critical information about which people or activities flagged as risks were confirmed to be illicit financial activity. This absence of “true positives” hampers efforts by financial institutions and vendors to develop effective risk identification and improve their detection efforts as the nature of financial crime changes.\textsuperscript{21}

\textbf{» Financial exclusion:} Though unintended, financial exclusion has also become a hallmark of the global BSA/AML regime. Firms often cite compliance costs related to these regulations as key factors in decisions about whether and how they serve developing countries. In many instances, the potential for significant losses, sanctions, and reputational damage related to AFC problems have skewed the risk–reward ratio that informs what regions, products, and customers become the focal point of a financial institution’s strategy. This is particularly acute for firms providing correspondent banking services in emerging markets where data availability and systems limitations make AFC processes more time consuming and expensive, as well as potentially less effective, in identifying illicit activity. Risks related to providing intermediation to domestic financial institutions has result in a 20 percent decrease in correspondent banking relationships over the last seven years. Reduction in correspondent banking has a particularly acute effect on financial inclusion, because these activities include remittance transfers and foreign direct investment.\textsuperscript{22} Restricting these activities can stunt development, growth, and asset formation, as well as cutting off individuals from immediately accessible financial resources from family members living abroad. It may also push people and businesses to use less transparent and unregulated financial networks.
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What are the potential benefits of using federated machine learning to identify risks related to financial crimes?

What are the potential confidentiality and privacy implications of using federated machine learning in anti-financial crime processes?

What is the basis for believing that using federated machine learning to identify illicit financial activity has the potential to expand access to the financial system?

What are the potential benefits of using federated machine learning to identify risks related to financial crimes?

Federated machine learning can be operationalized in a number of ways to support risk identification in various components of AFC programs. Its potential benefits include:

- **Improving accuracy of risk identification models:** Federated learning may improve the accuracy of risk identification by expanding the data available for model training and sharing the resulting insights without requiring sharing or aggregation of the underlying data from participating firms or government agencies. First, federated learning can expand insights available to individual firms by effectively allowing access to training data from peers as they independently develop and operate their own risk identification models or work with vendors to tailor such models for their business and operating processes. This can improve each participating firm’s ability to detect rapidly evolving, market-wide patterns that suggest illicit activity. Second, federated learning can provide a way for models designed to identify potential risks of financial crime to incorporate insights using richer and more timely information from law enforcement about whether previously suspected individuals or transactions proved to be risky that agencies are not permitted or willing to share directly.

- **Respecting privacy, information security, and data protection requirements:** Data used to build risk identification models and screen individual applications and transactions are generally subject to privacy and confidentiality requirements. They may also be subject to localization requirements in a growing number of domestic laws and regulations that prescribe the handling of data created in a particular country or concerning that country’s citizens. Collectively, these data privacy, security, and protection requirements have limited the ability of AFC processes at individual firms to benefit from the kind of data sharing that the Patriot Act contemplated. However, federated learning presents a compelling potential solution—instead of amassing large volumes of data from various sources, the algorithm, rather than the data, travels in this approach and enables sharing of insights among participants without exposing data that is legally protected or privileged or competitively sensitive.

- **Enhancing agility of detection efforts:** The financial system is comprised of tens of thousands of financial institutions conducting transactions that move trillions of dollars...
around the globe every day. One major payments network estimated that it handled 500 million transactions a day in 2018. The diversity of financial institutions, intermediaries, products, and jurisdictions, as well as the speed at which transactions occur in a digital marketplace, place a premium on being able to use the available information to detect illicit activity. This requires not only access to broad, deep, and diverse data, but also the creation of a structure that allows timely sharing of insight and learning about how risks are evolving. Federated learning models not only provide a dynamic mechanism for shared learning about common threats, but also have the capacity to efficiently add participating entities as nodes.

**Better resource allocation:** Improving the accuracy of risk identification models can help firms and government agencies alike focus investigative resources on individuals and transactions that present real financial crime risk. One provider of BSA/AML risk identification models that uses federated learning suggests that its technology reduces false positives in screening from roughly 95 percent to 12 percent. The cost of false positives can be measured in the substantial resources dedicated by firms and regulators to manually review and investigate each transaction flagged as potentially suspicious. Accordingly, significant decreases in false positives, if realized at scale, present a substantial opportunity to re-allocate AFC resources, enabling more efficient pursuit of real risks of illicit financial activity and potentially reducing costs related to operating AFC programs.

As discussed more fully in a separate question, these benefits if realized at scale may create opportunities to expand access to the financial system.
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**What are the potential confidentiality and privacy implications of using federated machine learning in anti-financial crime processes?**

Both legal and competitive factors constrain information sharing for AFC processes. For example, individual countries are developing standards that define when and how their citizens can control the use of their digital data and may require that the individual be given notice of and consent to a specific use of their data. In the same vein and often with the intent of reinforcing national privacy
rules, as well as national economic interests, data localization or residency laws require that data about a nation’s citizens or residents be collected, processed, and/or stored inside the country, and may require demonstration that local requirements have been satisfied before data can be transferred internationally. India, China, and Russia have moved in this direction, as have many African nations.

Federated learning is a particularly promising potential solution for improving AFC processes precisely because it enables the benefits of machine learning—better pattern identification and enhanced predictive power—without requiring more data sharing or compromising compliance with privacy and information security expectations, data localization laws, or law enforcement confidentiality considerations.

However, several questions remain to determine whether its potential can be realized at scale. For example, implementation of a federated system that delivers on its promises in this regard will likely require well designed model architecture, appropriate systems (including encryption), and effective governance of the participants and outputs of the federated learning system. In addition, the performance of federated learning in delivering these privacy benefits is still subject to evaluation. Substandard encryption or failure to implement a system update in a timely way in one of the participating nodes could expose sensitive information. It may also be possible to reverse engineer portions of training data sets from the updated models. Finally, appropriate oversight systems and governance mechanisms need to be in place to detect and respond to attempts by outsiders or one of the participating nodes to prevent data poisoning or attempts to manipulate the model being shared across the federated system.
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Related FAQs
What are the key features of current approaches to financial crime compliance?
What are the potential benefits of using federated machine learning to identify risks related to financial crime?
What aspects of using federated learning to improve financial crime compliance processes warrant further research?
What is the basis for believing that using federated machine learning to identify illicit financial activities has the potential to expand access to the financial system?

Federated machine learning has the potential to confer on all relevant stakeholders an essential component of an effective BSA/AML regime: enhanced confidence in our collective ability to identify correctly individuals and transactions related to illicit financial activity. This confidence has the potential to translate into opportunities to improve processes, focus resources, and reduce costs, as well as to create a more vibrant and inclusive financial system.

At the firm level, substantial improvements in the accuracy of models that screen individuals and transactions for indications of financial crimes risk may affect not just the allocation of resources within AFC programs, but also reduce their overall operating costs. Over time, this may affect the strategic decisions that firms make about which markets to serve by improving their perception of potential risks and rewards.

Several market mechanisms may reinforce the incentives to expand access to the financial system that come with these altered firm-level dynamics. For instance, domestic incumbents may be able to expand their operations because international investors and firms, including correspondent banks, are more willing to do business with them. New entrants may also seek to develop products and services designed to serve those who had previously been cut off by risk identification models that identified certain populations or activities as having higher levels of risk than perhaps is warranted.

Federated learning may be a particularly powerful bridge for establishing access in high-risk corridors excluded from the financial system. Areas in active conflict or newly emerging from conflict present extraordinary risks of terrorism and financial crime due to the breakdown of civil society. However, the inability of the global financial system to establish connectivity in these regions can heighten national security and financial crimes risks and complicate recovery from conflict. In these areas, federated learning may provide a mechanism for creating a trusted mechanism for funding essential development and supporting legitimate financial activities.
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Related FAQs

What are the key features of current approaches to financial crime compliance?

What aspects of using federated learning to improve financial crime compliance processes warrant further research?
What aspects of using federated learning to improve financial crimes compliance processes warrant further research?

The use of federated machine learning within financial services may be novel, but the technology is being successfully used in areas like health care where significant privacy requirements and other regulations apply to holders of data that is necessary for analytical purposes. For example, federated learning is used to help identify clinically similar patients and predict mortality, hospitalization from cardiac events, and ICU stay length. This suggests there is ongoing work by researchers and practitioners that can inform the design and implementation of federated learning in financial services.

Nevertheless, further research is needed to validate the benefits of using federated learning to improve AFC risk identification processes, to assess the attendant risks, and to evaluate its compatibility with applicable laws and regulations. The primary areas where research is needed include:

» Developing an appropriate framework for evaluating the performance of federated learning technology in the context of financial crime risks, including how well it reduces improper denials of access that result from false positives;

» Assessing the performance of federated machine learning models in reliably protecting sensitive information while enabling sharing of model parameters and other data insights, including their robustness to various forms of data manipulation and the efficacy of efforts to prevent data leaks or reverse engineering of training data by participating firms;

» Measuring how the use of federated machine learning affects individuals and businesses that are excluded from the financial system by current risk management decisions (using metrics such as income, geography, and other variables); and

» Identifying policy options for central banks and other financial regulators to support the use of this technology generally and in ways that improve financial inclusion.
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