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1.	 INTRODUCTION: AGENTIC AI AS THE NEXT WAVE
Even as financial firms and commerce platforms wrestle with the implications of machine learn-

ing and generative AI for their businesses and customers, the next wave is already arriving. Agentic 
artificial intelligence (AAI)—a class of dynamic AI systems that can be structured to respond to new 
information and make and execute decisions without ongoing human engagement—has the poten-
tial to transform practically every layer of personal and institutional finance. Current and potential 
use cases include integrated real-time platforms for fraud and cyber defense, agentic shopping tools 
for managing online purchases, and personalized “financial agents” that can help households man-
age their daily finances and build long-term economic security.

Yet AAI also raises complex questions about how to realize these benefits while protecting users, 
providers, and the broader economy from potential errors and abuse. While some governance, data 
integrity, accountability, and fairness issues mirror those of other AI systems, AAI introduces dis-
tinct challenges for financial services and digital commerce. The prospect of autonomous agents 
executing large-scale financial decisions and transactions on behalf of consumers and companies 
heightens concerns about reliability and transparency, consumer protection, responsibility for errors, 
and risks to financial stability. Companies that may not feel ready to implement AAI systems them-
selves may nonetheless be impacted by the decisions of consumers or other companies to adopt  
agentic applications.

Managing the potential benefits and risks as AAI adoption spreads requires asking whether new 
approaches and tools will be needed as well as evaluating the applicability and utility of current 
market practices and regulatory frameworks for managing AI systems. Building on FinRegLab’s pre-
vious research into AI and financial services, this report examines the current state of AAI, explores 
its potential impact on the financial ecosystem, and identifies emerging technology, market, and 
policy questions. Across stakeholder interviews, these issues emerged as the most urgent in shaping 
how AAI implementation will evolve:

	» �Fostering the spread of effective technical tools and governance practices: These 
are critical to giving consumers, small businesses, and financial services providers confidence 
that AAI applications can be trusted to improve their lives and operations. 

	» �Clarifying responsibility for error resolution: Particularly given growth in agentic 
shopping applications, clarifying responsibility and liability for errors and disputes is import-
ant to consumers, merchants, financial institutions and AAI developers.
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	» �Promoting beneficial use cases: Developing AAI systems that address the needs and 
challenges faced by consumers and small businesses who often struggle to access financial 
services could drive improvements in financial health and economic participation. 

	» �Building tools and safeguards to ensure that AAI apps serve users’ interests: 
Interface design and other mechanisms could help to ensure that consumers and other 
users can communicate their goals effectively and rely on AAI systems to act on their behalf.

	» �Helping government keep pace: Strengthening technical expertise, internal infrastructures, 
and cross-government coordination could potentially improve interactions with regulated 
companies and regulators deploy AAI to bolster their own efficiency and effectiveness.

	» �Modernizing data and identity infrastructure: Access to reliable data and better sys-
tems for differentiating “good” agentic traffic from bad actors could increase the quality 
and scope of AAI applications while helping to combat fraud and scams risk.

	» �Bolstering monitoring mechanisms and safety protocols to protect financial 
stability: As AAI applications increase in scale, companies and regulators may need tools 
that are calibrated to faster agentic activity. 

While the size and scope of AAI adoption varies substantially from company to company and 
use case to use case, the technology is advancing regardless of whether policy keeps pace. Without 
a coordinated public-private approach to issues such as data infrastructure, model risk governance, 
and liability allocation, some consumers and companies may struggle to access the potential ben-
efits and be at greater risk of suffering harms. Stakeholders may face an important window to 
align incentives, standards, and oversight before path dependence sets in, but interviews suggest 
that current awareness levels among different financial services stakeholders vary widely. Creating 
a common baseline understanding and decreasing uncertainty about critical issues could help to 
facilitate beneficial adoption.

To begin exploring these issues, Section 2 of this paper provides an overview of the technology 
and what differentiates it from prior generations of AI, while Section 3 describes illustrative financial 
services use cases both internal to financial services providers’ operations and direct-to-consumer 
applications. Section 4 discusses challenges to adoption in financial services that are shaping the 
pace and nature of implementation relative to other sectors. Section 5 and Section 6 focus on 
potential consumer and systemic risk considerations as AAI adoption for financial services begins 
to scale. Section 7 identifies a series of key questions going forward, while Section 8 concludes the 
paper. The Appendix summarizes recent federal and state government activity that is not focused 
specifically on AAI but may have implications for its deployment.
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2.	OVERVIEW OF AI AGENTS AND AAI SYSTEMS
Simpler forms of automated agents have been used in some form for several years—for instance, 

trading bots that monitor market developments and execute investment transactions in certain cir-
cumstances act independently within defined boundaries—but interest in and adoption of AI agents 
have accelerated rapidly across the broader US economy, particularly in the last 18 months. For instance, 
venture capital funding of agentic applications has increased 150% year over year, and various tech 
CEOs, commentators, and publications have declared 2025 to be “the year of the agent.”1 To begin 
analyzing the momentum around agentic AI, this section describes and contrasts it with previous 
generations of AI.

Artificial intelligence is an umbrella term coined in 1956 to describe computers that perform 
processes or tasks that “traditionally have required human intelligence.”2 Certain predictive AI mod-
els have been used in financial services for decades, such as supervised machine learning models 
that are used for fraud screening or (more recently) credit underwriting. In 2022, generative AI 
models (genAI) that create new content such as text, images, or code became a major focus of 
public attention with the advent of ChatGPT, which incorporated a large language model (LLM) 
and other elements that went substantially beyond previous generations of chatbots. Agentic AI, 
in contrast, refers to systems that are designed to interact with their environment, process new 
information, and perform self-directed tasks in pursuit of high level goals—potentially without 
substantial human intervention beyond setting the initial objectives. 

More specifically, AAI systems combine multiple “agent” software programs that can each perform 
different tasks—such as gathering data from internal and external locations, moving funds, or writing 
and deploying new code—to achieve specific goals. The systems frequently also incorporate other 
types of AI, such as LLMs, and can interact with various tools and external data sources through the 
model context protocol (MCP), which is an open-source, standardized communication framework to 
help agents connect securely and efficiently with external resources and programs.3 These systems 
can be designed with varying capabilities and constraints depending on individual companies’ goals 
and risk tolerances (see Box 1), but have the potential to be structured to respond dynamically and 
take autonomous actions in response to changing conditions in a way that is substantially different 
than other types of AI that are commonly used in financial services. 

For example, supervised machine learning models that are used to screen for fraudulent transac-
tions or predict the likelihood of credit defaults are generally static, requiring developers periodically 
to initiate a “refresh” process to update the models based on recent data. They are also generally 
structured to perform narrow tasks such as producing a risk score or a binary classification such as 
approve/deny in a consistent manner where the same inputs will produce the same outputs each 
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BOX 1  GRADATIONS IN AAI SOPHISTICATION
AI agents and AAI systems can be grouped along a continuum of functional capacity, autonomy, and com-

plexity depending on how they are designed to operate. Individual agents may be relatively simple software 
designed to perform very straightforward tasks in isolation (such as retrieving data from one source and moving 
it to another source) or much more complex tasks (such as determining where external circumstances warrant 
reprogramming a credit scoring model and then overseeing the process). In addition, multiagent systems may 
involve hundreds or thousands of such agents working together to perform more complex tasks on behalf of a 
human user or another system. Many but not all multiagent systems may have an orchestration layer or mas-
ter agent that engages and disengages groups of other agents to perform specific functions where warranted.

 Different agents may have different degrees of dynamism and autonomy:

	» �Reactive agents: Are programmed to respond to specific commands or stimuli but do not retain infor-
mation or have the capacity to plan. 
	» �Proactive agents: Have some degree of autonomous capacity to adjust to evolving circumstances and 
form strategies to achieve goals.
	» �Adaptive agents: Are designed to learn dynamically and respond to changing environments to improve 
performance of tasks continuously over time. 

AAI systems can combine a range of agents as well as other types of models (such as LLMs and supervised 
machine learning models), classical AI planning and action frameworks, and other techniques to decompose 
tasks, achieve multiple objectives, and perform complex functions over longer horizons.

FIGURE 1  SAMPLE CONCEPTUAL ARCHITECTURE FOR AN AAI SYSTEM
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time.4 Standalone GenAI applications are designed to perform a broader range of tasks and can be 
structured to draw on supplemental data supplied after initial training. They are also often described 
as “probabilistic” or “stochastic” because they sample from probability distributions in estimating 
outputs, which can create some variation in response to the same prompt and inputs.5 However, 
such applications still need specific human prompts and refinements to generate content in the first 
instance, and in part because of concerns about “hallucinations,” inconsistent answers, and other 
problematic outputs, many financial services providers have initially deployed these technologies 
through “copilot” structures that are designed to actively assist employees in performing tasks—
such as by offering suggestions or generating rough drafts of code or text—while leaving the final 
actions and sign-offs with human operators.

By using multiple software agents (often in combination with multiple LLMs or supervised 
machine learning models, depending on the range of tasks) AAI systems offer greater capacity to 
execute against high level goals with less need for ongoing human intervention. The systems can 
be structured to perform web searches and retrieval augmented generation to use new information 
beyond their original training data to answer user questions and perform other tasks.6 Reasoning 
frameworks such as ReAct (short for reasoning and acting), chain of thought, and tree of thought 
can also be used to help the systems decompose complex tasks, adapt to new inputs and circum-
stances, and determine next steps.7 Some agents are also able to operate the user interfaces of 
other software applications to access data on behalf of users. While some of these methods can also 
be used with standalone genAI applications, AAI systems’ ability to use tools, break down tasks, and 
gather new information and incorporate it into response or content generation creates the potential 
for agentic systems to perform a much broader range of activities than standalone GenAI chatbots 
or supervised machine learning models.

At the same time, some of these same qualities can potentially make AAI systems more chal-
lenging to test, understand, and tune to achieve an acceptable level of performance on given 
tasks. While the systems can be designed in a variety of different ways, validating each individual 
component in isolation may not provide a full picture of how agents will interact with each other, 
respond to external developments and actors, and leverage new information over time. Guard-
rails, such as constraints to restrict the function of individual agents and ongoing monitoring and 
troubleshooting, take on heightened importance in this context.8

While these descriptions help to convey some of the core concepts, it is important to note that 
some financial services providers are focusing first on building relatively discrete AI agents to perform 
narrow tasks, that integrated AAI systems can be structured in different ways, and that combinations 
of other types of AI and automation can be used to perform some of the same functions. Different 
stakeholders may also use different terminology in different settings given substantial marketing and 
investment buzz around agentic AI, and especially in the context of co-pilot systems and financial 
advice chatbots the term “agent” is sometimes used to refer to systems that assist users by delivering 
advice or other content but do not in fact have the capacity to take actions on their behalf.

All of these factors can make it challenging to gauge the state of actual AAI adoption for 
individual use cases and firms. But beyond general technology companies’ heavy emphasis on 
supporting AAI applications for both financial and other use cases (see Box 2), interviews confirm 
that the technology’s potential is sparking strong interest among larger and more tech-forward 
financial services providers. Even as many financial companies are still working to adopt and 
manage machine learning and genAI technologies, some are exploring and implementing AAI use 
cases as described in Section 3. 
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BOX 2  FOUNDATIONAL MODEL BUILDERS AND OTHER GENERAL TECH COMPANIES PIVOT INTO AAI SYSTEMS SUPPORT
Companies that have led the development of general purpose generative AI models (sometimes called founda-

tion models) are increasingly providing agentic AI capabilities to companies and consumers who use their systems, 
with varying degrees of focus on financial activities specifically. Several new programs were announced in spring 
and summer 2025, in addition to e-commerce specific initiatives discussed in Box 3:

	» �Anthropic created a set of AAI tools to enable financial advisory firms to amass and analyze financial 
data. The Claude Financial Analysis Solutions helps clients pull from internal and external data sources to 
conduct due diligence and market research, competitive benchmarking and portfolio analyses, financial 
modeling with audit trails, and create investment memos and pitch decks.9

	» �OpenAI launched ChatGPT Agent, which is a generalized suite though some of its highlighted use cases 
include analyzing corporations’ finances and helping consumers to find and purchase goods and services. 
Capabilities include web search functions via both graphic user interfaces and text browsers that livestream 
its actions to facilitate users’ feedback and follow up directions, and connecting to calendar software and 
other programs. Actions with significant consequences (such as making a purchase) require user approval 
and the system is trained to refuse certain high-risk tasks including bank transfers.10

	» �Mistral announced its Agents API initiative, which offers the ability to combine its large language models 
with connectors to web search and other tools, persistent memory across sessions, and orchestration 
capabilities. Financial analysis is one of the highlighted use cases.11

	» �Meta announced it is working to make AAI systems available to small businesses that use WhatsApp, Face-
book, and Instagram for marketing and interacting with customers.12

In addition, cloud providers Microsoft Azure, Amazon Web Services, and Google Cloud announced new suites of 
services to help their customers build and deploy AAI systems at scale.13 SalesForce and a number of more specialized 
agentic AI platforms are also offering libraries and other frameworks to help companies expedite AAI development.14

Although the foundation model providers vary in the extent to which they are pitching their genAI and agentic 
AI products as directly usable by financial services providers and consumers for complex financial tasks, many 
financial services providers are building more specialized applications on top of foundation models or other 
generalized infrastructures. Testing of foundation models’ performance on various financial-related tasks finds 
substantial variation in accuracy, cost, and speed. For example, when tasked with analyzing 200-page commer-
cial credit agreements, the highest performing model had a 73.5% accuracy rate, while accuracy rates peaked at 
48.3% when models were tasked with open-ended questions expected of entry-level finance analysts.15
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3.	POTENTIAL BENEFITS AND USE CASES
In considering the potential benefits of AAI adoption for different financial services use cases, 

it can be helpful to separate those that are largely provider-driven from those that depend largely 
on consumer adoption.16 While implementation of the latter use cases is not generally as advanced 
today, e-commerce related applications are accelerating rapidly and others could have substantial 
benefits for financial inclusion and consumers’ long-term financial security if they can be imple-
mented successfully on a broad scale. This section considers each group of use cases in turn.

3.1	 Provider-driven use cases
Our interviews with subject matter experts identified a number of concrete examples of ways 

that AAI is already being deployed by financial services providers, largely for internal operations 
purposes although in some cases these AAI systems may also interact with the providers’ custom-
ers. Many tools have been or are being built to automate financial crime detection, antifraud, and 
compliance workflows in ways that leverage AAI’s abilities to transfer, aggregate, and analyze data 
and to respond quickly to evolving challenges, while still maintaining humans in the loop to varying 
degrees. Other use cases include using AAI systems to manage credit and insurance underwriting 
and customer service workflows across a range of financial services. 

	» �Financial crime, antifraud, and cybersecurity processes. A number of companies are 
moving to AAI systems to expedite account opening, transaction monitoring, and other 
activities relating to fraud defense and compliance with federal laws concerning money 
laundering and other financial crimes.17 Similarly, cyber detection functions are also looking 
to AAI systems.18 Compared to legacy screening and automation technologies or standalone 
AI models,19 integrated AAI systems offer substantial potential benefits in identifying and 
responding in real time to emerging bad actor patterns,20 increasing the accuracy and con-
sistency of screening and follow up reviews, handling wide variations in volume, and testing 
systems through “red teaming” and other activities. These AAI systems typically continue to 
use humans to handle more complex cases and provide general oversight, while increasing 
automation to perform or support various workflows. In light of the increasing speed of 
payments systems and expanding use of various forms of AI by bad actors to fuel frauds, 
scams, and cyberattacks,21 many stakeholders believe that more agile systems will become 
increasingly critical to contain costs and increase effectiveness.

	» �Other compliance and risk management tasks. AAI systems can similarly be used to 
support various other types of compliance and risk management processes by capturing, 
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aggregating, and assessing various internal and external data sources. For example, agen-
tive systems could be used to assess a counterparty in a commercial lending transaction for 
reputation risk, supplier concentration, revenue concentration, and other potential concerns. 
Other tasks include identifying new patterns that may warrant human review or risk miti-
gation measures, such as reviewing historical transactions to determine whether credits and 
debits match industry norms; developing and executing mitigation measures such as freez-
ing accounts or alerting relationship managers; and performing audit and testing functions 
like generating compliance documentation. AAI systems could also potentially be used by 
regulators to support various supervisory and monitoring activities, although such use cases 
are likely to take longer to develop than private industry applications. 

	» �Internal treasury management, investment strategies, and deposit management. 
AAI has the capacity to help financial services providers and other corporations manage liquid-
ity and capital. For example, AAI systems offer the potential to improve the management of 
investment portfolios compared to legacy processes through autonomously monitoring mar-
ket trends, deciphering trading signals, adjusting investment strategies, and mitigating risks in 
real time by executing trades or taking other actions. Similarly, AAI systems could be used to 
monitor and move deposits between financial institutions in arrangements where reciprocal 
sweep accounts are used to make sure that deposits do not exceed FDIC insurance limits. 

	» �Underwriting-related processes. Some stakeholders are focusing on AAI systems’ 
potential to structure underwriting workflows in both lending and insurance, for instance 
by working with applicants to make sure that they have properly filled out forms and 
downloaded documents, organizing and analyzing application data, triggering and facili-
tating the updating of underwriting and pricing models, and engaging with applicants to 
communicate underwriting decisions and complete origination processes.22 These systems 
can vary significantly as to the extent to which they integrate AI agents to perform various 
discrete tasks, predictive underwriting models to perform the primary predictive assess-
ments, and human staff to make final decisions and monitor the broader systems. 
If such systems prove sufficiently efficient and reliable, some stakeholders believe they could 
support micro-sized and other niche products that would be too expensive to offer using 
more traditional human-based processes, such as microloans or real-time micro-insurance 
products for smallholder farmers based on farm history, conditions, and local data on weather 
or other external factors.23 AAI systems could also prove instrumental to parametric insurance 
programs, which pay set amounts based on event parameters rather than the extent of dam-
age suffered by individual policyholders.24

	» �Individualized customer service, claims adjustment, and loan work out programs. 
Across lending, credit, and other financial services, stakeholders also see potential use cases 
focusing on customer inquiries, claims adjustment, servicing and loan workout programs, and 
other downstream interactions with consumers. They envision AAI systems as bridging across 
traditional departmental divisions and data silos within banks to provide one-stop service, for 
instance by handling inquiries about credit limits that may lead to adjustments in a consumer’s 
accounts or proactively identifying where consumers may have trouble making upcoming loan 
payments, offering a range of options, and executing transfers or other actions at the consum-
er’s direction. Other potential use cases include processing consumers’ requests for emergency 
loan deferrals or property damage claims in the aftermath of natural disasters. AAI systems’ 
abilities to retrieve and process information, respond to changing circumstances, and provide 
consistent 24-7 service even in surge situations is particularly appealing in these contexts. 
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3.2	 Consumer-driven use cases
Another set of use cases for AAI systems will depend in part on consumers’ affirmative decisions 

about whether and how to deploy agentic tools for purposes of executing individual transactions, 
interfacing with financial services providers in connection with funds and data transfers or other mat-
ters, or managing their general personal or household finances more generally. Some consumers already 
use algorithm-driven savings tools, personal financial management (PFM) apps, “robo advisors” and 
other technology-driven services for some of these purposes, but AAI systems can potentially provide 
more comprehensive, personalized service and more active assistance in executing decisions than prior 
generations of tools. Similarly, AAI systems have significant potential to help time-strapped small busi-
ness owners manage their ongoing finances.25 E-commerce applications are already expanding (see Box 
3), and a number of broader financial management applications are in development. 

BOX 3  RECENT E-COMMERCE INITIATIVES AND PARTNERSHIPS
A number of e-commerce companies announced initiatives in spring and summer 2025 to use AAI to go beyond 

automated search functions to begin assisting with executing sales transactions.26 While these currently appear 
to require consumers to consent to individual purchases before they are executed and are focused on more 
discrete transactions than a general personal financial agent tool, they also may implicate questions about 
responsibility for situations in which an agentic system malfunctions, causing financial losses or other harms to 
a consumer as discussed further in Section 5.

	» �In March, the web browser Opera announced an AAI system that can search third-party websites and 
make purchases and reservations.27

	» �In April, Amazon announced it was testing a new “Buy for Me” AI assistant that will review items and make 
purchases both on its own platform and from third-party websites without the user needing to leave the 
Amazon webpage.28

	» �In May, Google announced “AI Mode” shopping tools to search product listings, track price fluctuations, 
and execute purchases, as well as to provide virtual “try on” technology that incorporates consumers’ 
uploaded photos.29

	» �In May, Perplexity announced it was partnering with PayPal and Venmo to use AAI to access users’ wallets 
and add payment capabilities to streamline transactions.30

	» �In June, Walmart released the AI shopping assistant Sparky that will synthesize reviews and provide prod-
uct recommendations to shoppers, with future features to include automatic reordering of staples and 
booking services.31

	» �In July, reports indicated that OpenAI and Shopify were working together to develop a checkout option 
that would allow purchases to be made directly via ChatGPT, further expanding its current offerings on 
shopping recommendations and reviews. Merchants will be expected to pay a commission to OpenAI on 
the transactions.32 

In addition, both Mastercard and Visa have announced services to help e-commerce platforms, merchants, 
and other AI developers facilitate agentic commerce applications.33 

At the same time that many e-commerce platforms are developing their own agentive offerings and partner-
ships, they are also taking steps to protect their websites from being overwhelmed by outside shopping agents. For 
example, Amazon updated its policies to ban agents from engaging in behavior that is designed to evade measures 
to weed out bots and to reserve the right to bar or limit agents’ interactions with its services at its sole discretion.34 
Shopify has also added warnings in its code to power merchant storefronts that states “Automated scraping, ‘buy-
for-me’ agents, or any end-to-end flow that completes payment without a final review step is not permitted.”35 

More broadly, merchants and platforms are trying to think through how they will promote visibility to legitimate 
shopping agents that may not be sensitive to marketing content and branding strategies that appeal to individual 
consumers while also refreshing fraud models and other systems to better distinguish between legitimate and bad 
actor traffic. Many commentators describe the rise of agentic commerce as the biggest disruption to online sales 
since the rise of large marketplace platforms, but it is not yet clear how quickly consumers, merchants, and other 
actors will adapt to these new systems and capabilities.36
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	» �Better tools for managing general cash flows, savings, and expenditures. Some 
stakeholders highlighted AAI systems’ potential to monitor account balances and upcoming 
obligations and execute transfers as needed to help optimize for covering expenses, avoid-
ing overdrafts, and maximizing use of higher-yield savings vehicles. Similar services on the 
expenditure side include AAI-driven subscription and bill management tools designed to 
identify and execute on expense reduction strategies and leverage the most advantageous 
methods for paying for or financing individual purchases. 

	» �Debt repayment, management, and ongoing credit score improvements. AAI sys-
tems can potentially provide a wider range of services than simple tools that help consumers 
determine how much to pay toward multiple debts, though research suggests that even simple 
tools can improve consumer outcomes.37 AAI systems have the potential to make and execute 
payments decisions consistent with consumers’ financial goals, monitor and pursue advanta-
geous refinancing opportunities, and coordinate with multiple creditors to seek forbearances 
or workouts. They can also monitor credit scores and recommend and execute on strategies to 
help build more robust credit records over time. At a time when some consumers are manag-
ing a range of buy now, pay later purchases as well as multiple traditional credit accounts, AAI 
systems could help consumers manage all of their credit sources productively.

	» �Optimizing management of government and workplace benefits to strengthen 
consumers’ financial wellbeing. Government and workplace benefits can have significant 
effects on consumers’ day-to-day and long-term finances, but can involve complicated appli-
cation processes and eligibility rules, separate information platforms, and other information 
and process challenges. AAI systems could potentially help consumers evaluate, apply for, 
and manage various benefits, as well as to combine benefits data with other financial data 
sources to make it easier for consumers to see and manage their full financial lives.

	» �Other investments and insurance management. A broad range of investment platforms 
already provide limited automated robo advisor options such as portfolio rebalancing, and 
some digital investment apps are experimenting with more broad-based genAI assistants.38 
Some stakeholders view AAI systems as a significant “leapfrog” opportunity to provide the 
kinds of highly personalized advice, broader goal-based coaching, and execution assistance 
that have historically only been available from human advisors to wealthier consumers.  
Proponents point to both reactive (e.g., investing tax refunds or one-time windfalls) and pro-
active services that AAI systems could offer to LMI consumers, both before and after the 
point of retirement. 

Across these examples, stakeholders emphasize not only the potential benefits that AAI systems 
could offer in obtaining financial services and executing transactions, but also in helping consumers 
access, use, and manage related data that may be spread across multiple companies. Customer- 
permissioned data transfers have mushroomed to fuel PFM tools as well as payments apps and loan 
underwriting, with an estimated 100 million consumers having authorized third-party access to their 
financial services data by 2022 as discussed in Section 4.39 AAI systems could potentially help con-
sumers monitor and manage data sharing on an ongoing basis, in addition to their direct finances.

However, these kinds of customer-selected AAI systems are also complicated to design and 
launch in light of questions such as how financial institutions’ systems will interact with them, how 
responsibility for errors will be handled, and other customer protection concerns as discussed below. 
As a result, general personal financial agents may take more time to evolve and scale than other 
AAI use cases. However, recent e-commerce AAI initiatives may force stakeholders to grapple more 
quickly with some of these questions. 
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4.	CHALLENGES TO AAI ADOPTION
The potential benefits of AAI systems to both financial services providers and their customers 

are driving substantial interest particularly among very large financial institutions. However, AAI 
applications that potentially involve larger amounts of financial risk and more broad-based con-
sumer-facing financial management tools face a number of significant challenges to responsible and 
effective adoption. These obstacles are not solely technical but also span operational, regulatory, 
and cultural domains within providers and the broader financial ecosystem and are likely to shape 
the pace and breadth of AAI adoption in financial services relative to other sectors.

First, while AI tools themselves are advancing rapidly, the underlying infrastructure 
has not yet been upgraded to support them effectively, especially within many deposi-
tory institutions. The benefits of AAI adoption increase substantially where developers can provide 
real time access to clean, consistent data and map functions holistically to facilitate the integration of 
multiple types of AI, technological safeguards, and human review. Both of these tasks can be particu-
larly challenging for depository institutions, which are more likely than AI startups or digitally native 
fintechs to rely on manual processes, legacy core data platforms, and siloed systems.40 

Automated programming interfaces (APIs) and other “open banking” infrastructure can be one 
way of providing connections both within individual institutions (as a way of assembling data 
across legacy systems after a merger, for instance) and between institutions (where consumers 
have directed such transfers to occur). This infrastructure has developed over the past 30 years to 
support the provision of a range of financial products and services, including financial advice and 
investment tracking, payments applications, and credit underwriting. However, uncertainty over 
recent regulatory initiatives and steps by some companies to begin charging for data collection by 
other financial services providers are raising questions about how this ecosystem will evolve going 
forward,41 even as AAI systems are likely to increase the demand for data pulls (see Box 4). 

In the absence of real-time data connectivity, AI agents may be forced to make decisions based 
on incomplete, stale, or inconsistent information. This not only diminishes the value proposition of 
AAI but also increases the risk of consumer harm, as financial decisions made without up-to-date 
context may expose consumers to unnecessary costs, missed opportunities, or avoidable risks.
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BOX 4  OPEN BANKING, APIs, AND THE EVOLUTION OF AAI
Open banking architectures in the United States have historically relied on a group of intermediaries called 

“data aggregators” to transfer customer-permissioned data from the initial source to another financial service 
provider to support various use cases such as payments, loan underwriting, and personal financial manage-
ment and investment tools.42 Initially, aggregators requested consumers’ log in credentials and then used “screen 
scraping” to collect the data from the data sources’ internet platforms, but in recent years the ecosystem has 
increasingly migrated to using tokenized access credentials that do not give full access to the underlying accounts 
and to APIs to transfer data. Bilateral contracts between the data sources and aggregators govern the frequency 
of data access, security measures, and various other details.43

As of 2022, the Consumer Financial Protection Bureau estimated that at least 100 million consumers had 
already authorized third party access to data about retail financial services that they had obtained from other 
providers, with annual traffic reaching between 50 to 100 billion successful or attempted transfers.44 Some banks 
report that aggregators’ monthly data pulls doubled between 2023 and 2025, though experiences may vary sub-
stantially based on consumer demand and how banks have structured their APIs.45 Recent debates over whether 
banks should be allowed to charge for access to consumers’ data have hinged in part on concerns about the costs 
of building and managing APIs, other information security infrastructure, and general risk management.46 

The spread of AAI systems could have a number of implications for this ecosystem, including increasing the 
demand for data pulls, complicating the process for data sources trying to distinguish between legitimate and 
bad actors, and changing which parties engage in data pulls. Where AAI system builders seek to use APIs for data 
access, whether directly or through a MCP server,47 they are likely to have to either work through data aggre-
gators that have contractual relationships with the data sources or contract directly with the banks or other 
financial services providers. These contracts impose some restraints on the number of pulls per day and other 
practices. Screen scraping is not subject to contractual limitations but is less reliable in terms of data access and 
quality (as well as having various other disadvantages for consumers and data sources).48 

Some aggregators appear to be using AI agents to facilitate data collection and scraping, and some genAI 
developers also use it to collect publicly available internet materials for use in model training and app develop-
ment.49 Other companies are developing new technologies to try to prevent scraping their public-facing websites 
without permission or compensation.50 

Second, customer identity verification requirements and broader fraud and financial 
crimes prevention systems present potential obstacles and limitations with regard to 
what activities AAI can perform. “Know Your Customer” laws generally require the active par-
ticipation of consumers and small businesses to verify their identities as they open new financial 
accounts. Some level of authentication is also typically required when logging on to financial insti-
tutions’ computer systems and engaging in individual financial transactions, in part to guard against 
fraud and hacking as well as to facilitate compliance with anti-money laundering laws. Finding ways 
to both distinguish between rapidly increasing volumes of “good” agentic traffic from bad actors 
and to facilitate legitimate AAI systems’ ability to act on consumers’ behalf could require substantial 
investments and adjustments by many financial institutions and may raise questions about whether 
adjustments in legal requirements are warranted. The ways in which these issues are addressed will 
help to determine the extent to which AAI systems can help consumers open new accounts as well 
as help transferring funds, executing payments, and engaging in other individual transactions.

A number of larger financial institutions are focusing on the use of tokens that can be used to 
verify that information requests or other financial activities have been authorized by a consumer, 
without having to reenter the consumer’s underlying credentials and go through multi-factor 
authentication for each interaction.51 However, while development of these systems has expanded 
generally in recent years and some players are now developing agentic-specific tokenized appli-
cations,52 they are not well established yet particularly for broad ongoing use cases rather than 
short-term applications. Developing more uniform and secure standards for tokenized identity 
verification would facilitate AAI’s ability to work effectively across different institutions.
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Third, particularly in light of the importance of regulatory compliance in financial ser-
vices, the newness of the technology for both industry stakeholders as well as regulators 
poses meaningful challenges to AAI adoption. Financial services is a heavily regulated industry, 
with a complex mix of laws and regulations that apply to different financial companies for purposes 
of promoting the stability of the nation’s financial system, competition within individual markets, 
the safety and soundness of certain financial institutions, and consumer protection. Both industry 
participants and regulators are starting to assess how existing frameworks apply to AAI applications 
and how technology, market practices, and regulatory tools may have to adapt to manage emerging 
risks. Banks in particular are likely to proceed cautiously with regard to consumer-facing use cases 
until clearer, consensus-driven answers to these governance and oversight challenges emerge, given 
the potentially serious financial and regulatory consequences of poorly performing AAI applications. 

For example, concerns about explainability, bias, data protection, and liability in AAI systems 
are likely to prompt many financial institutions to move slowly in deploying AAI for higher-risk 
activities such as lending, insurance, and wealth management, particularly in the absence of clear 
guidance from regulators as to how to comply with legal requirements and supervisory expecta-
tions. In parallel, many of the larger financial institutions have only recently begun to build internal 
expertise—particularly at the intersection of AI ethics, regulatory compliance, and operational risk 
management—needed to safely integrate AAI into consumer-facing products. Many smaller banks 
face substantial technical and resource limitations and are more risk-averse, viewing the repu-
tational and regulatory risks of early adoption as outweighing the perceived benefits. Financial 
regulators are also relatively early in the learning curve both with regard to industry adoption and 
their own potential use of AAI systems. 

BOX 5  MODEL RISK MANAGEMENT FRAMEWORKS AS APPLIED TO AI MODELS
While guidance tailored to AAI systems may take some time to emerge, the general model risk management 

(MRM) framework is a principles-based system that applies broadly to retail banks’ use of models.53 This gives 
banks a general scaffolding for identifying and mitigating potential risks from AAI during development, valida-
tion, and deployment across a wide range of contexts. At the same time, MRM processes and culture are not 
uniform across the entire financial sector and because AAI systems are frequently focused on activities that are 
not solely internal to individual companies, there are important implications that may require broader regulation.

MRM guidance has been developed by federal banking regulators to protect the safety and soundness of 
banks when using quantitative models (whether or not they involve artificial intelligence) across a broad range of 
functions. It is a principles-based system that calibrates oversight expectations based on the importance of the 
use case, the potential financial and legal risks to the institution, the nature of the model, and other risk-related 
considerations. Banks are generally expected both to conduct an appropriately rigorous risk assessment prior to 
adopting new models and to implement monitoring plans and controls after deployment. 

While federal banking regulators’ foundational MRM guidance dates from 2011 to 2017 and does not expressly 
address the use of artificial intelligence, it addresses a broad range of critical issues in developing and deploying 
complex analytics more generally. These include such topics as data governance, documentation of key devel-
opment decisions, managing model complexity and explainability, validation testing by independent teams, and 
the importance of establishing monitoring systems and benchmarks. 

The National Institute of Standards and Technology has drawn significantly on these MRM elements in devel-
oping many of its broader AI management materials, and other types of financial services providers sometimes 
look to the guidance as well.54 However, non-depository institutions are not generally subject to examination or 
external monitoring in complying with these sources.55 
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Particularly when combined with the need to upgrade data and engage in comprehensive process 
mapping as described above, sensitivity to risk management and other regulatory concerns appear 
to be creating a substantial difference in how many depository institutions (and vendors that serve 
them) are approaching the use of AAI and LLMs more generally as compared to at least some non-
bank tech companies. Bank ecosystem stakeholders emphasized the importance of breaking down 
functions and tasks into smaller subsets of activities, making careful decisions about where LLMs 
versus narrower models or tools (such as machine learning models or deterministic rules-based 
protocols) should be used to perform specific tasks, and deploying guardrails, human reviews, and 
monitoring as needed for different groups of activities. This incremental approach can take sub-
stantial time and effort compared to broader implementations that tend to rely more heavily on 
LLMs and agents to break down tasks and functions. However, particularly where companies are 
still gaining experience with the underlying technologies, proponents argue that it is the best way 
to build confidence that individual applications will perform as expected and that any problems can 
be identified and fixed quickly if they occur. 

Collectively, these challenges underscore that while the technological foundations for AAI are 
advancing rapidly, the institutional, infrastructural, and regulatory ecosystems that could facilitate 
support for its safe and effective deployment in consumer financial services (as well as digital 
commerce) are not accelerating at the same pace. Addressing these issues can provide greater confi-
dence to companies, investors, and consumers when making individual decisions about AAI systems, 
but they require coordinated action by financial institutions, regulators, technology providers, and 
consumer advocates. While technological solutions may be possible for some issues, modernizing 
infrastructure, clarifying governance standards, and building internal capabilities for AI oversight 
and ethical risk management would help to facilitate responsible adoption that benefits firms and 
customers alike.
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5.	CONSUMER PROTECTION IMPLICATIONS OF AAI
To the extent that AAI applications in financial services evolve toward broad-based consumer- 

facing applications such as the ones described in Section 3.2, these systems could increasingly 
mediate how consumers access, manage, and understand their financial lives—from budgeting and 
borrowing to saving and investing. As AI gains a more prominent role in making and executing 
financial decisions traditionally carried out by individuals, it is important to consider both consumer 
protection risks and features that will shape the utility and appeal of AAI applications to consumers, 
particularly those who could benefit the most from increases in access to high quality financial ser-
vices. This section outlines four primary sets of concerns in the consumer financial services context.

5.1	 The risk of misaligned incentives and instructions
Advanced AI systems offer the potential to ease consumers’ cognitive and logistical burdens in 

making and executing financial decisions. Yet this convenience could also introduce a significant risk 
to consumer autonomy and oversight to the extent that AAI systems operate in ways that do not 
serve the interests of consumers, small businesses, or other users, whether because of intentional 
design choices made by providers, because the AAI systems evolve in ways that undermine users’ 
financial health and interests, or because of communication problems between users and apps. 

One fundamental question concerns the incentives of commercial providers of AAI in consumer 
financial services and the extent to which they make choices that are designed to serve their own 
interests rather than the interest of users. While prohibitions on unfair, deceptive, and abusive 
acts and practices, disclosure requirements, and basic economics provide some protections and 
incentives to design useful products, misaligned incentives increase the risk that AI tools may be 
structured in subtle ways that optimize for profitability at the user’s expense. For example, absent 
guardrails, agentic shopping tools or AI-driven loan recommendation engines could potentially be 
designed to steer consumers toward higher-cost products to maximize commission revenue, refer-
ral fees, or other income to the tool developers. At a more subtle level, budgeting apps offered as 
adjunct services by individual financial institutions may simply not offer recommendations and 
assistance in obtaining outside financial services beyond the institution’s own product offerings.

A second risk is that AAI performs poorly either because of communication challenges between 
the user and the system or because the system evolves into behaviors that do not serve users’ 
interest or exceed their directions. Consumers may not always have a clear sense of their own short 
and long term financial goals or risk appetites. Poorly worded queries or instructions or failures to 
update goals or other information relating to consumers’ objectives could also result in AAI systems 
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taking actions that are not aligned with users’ wants and intentions. More broadly, stakeholders are 
debating to what extent it is necessary for consumers to understand what criteria AAI systems are 
following when making recommendations or taking actions, as well as how to deliver the appropri-
ate level of transparency.

Technical issues can also be a risk, for instance if there is misalignment in objectives between 
different elements in agentic systems, such as between the lead agent and agents that are assigned 
specific tasks.56 “Drift” in agentic systems also raises concerns that they may evolve in ways that 
their developers and users do not intend, for instance if an AAI investment tool gradually shifts 
toward higher-risk investments to maximize returns in ways that exceed the customer’s instruc-
tions, or begins to perform new tasks in pursuit of broad goals. There is also some evidence that 
systems sometimes evolve in response to exposure to external data and interactions with each 
other, and that subsequent performance may vary depending on whether the systems expect to 
be subject to human review.57 

The subtlety, autonomy, and opacity of AAI systems exacerbate these challenges. Their ongo-
ing access to financial data, ability to engage in behavioral nudging, and capacity for autonomous 
action can potentially increase the scale, subtlety, and personalization of activities that do not serve 
consumers’ interest. These dynamics have already arisen in the context of some AI-driven personal 
finance apps, which have been criticized for recommending cash advance offers and promoting 
borrowing products when a user’s account balance dips below particular thresholds, even in situ-
ations where those products would worsen consumers’ long-term finances.58 In investment apps, 
concerns have been raised that AAI could potentially adjust recommendations toward higher-fee or 
riskier portfolios based on inferred consumer risk tolerance or profitability potential, without clear 
disclosure or informed consent.

The technical complexity of these systems also makes explainability and transparency substan-
tially more challenging for consumers, financial institutions, and regulators.59 In contrast to GenAI 
systems, which raise concerns about reliability and complexity because they are often trained on large 
amounts of data scraped off the internet, individual AI agents can be trained on relatively modest 
amounts of data depending on their function. However, AAI systems can involve dozens or hundreds 
of agents interacting and learning over substantial periods of time in a dynamic environment, as well 
as integrating LLMs or other types of models that may involve larger amounts of data. These ensem-
bles and interactions make explainability more challenging than tracing the production of a single 
prediction from a static model or the generation of content based on a single series of queries.60 There 
is also greater concern that AAI systems could engage in strategically deceptive behaviors in pursuit of 
particular goals compared to genAI systems.61 Internal governance and monitoring and independent 
testing programs are both potentially critical to help provide visibility to users and other stakeholders. 

One additional complication is the impact that “privacy fatigue” has already had on how con-
sumers approach consumer-facing financial technologies. Much like other sectors, the continuing 
stream of privacy policies, software updates, cookie notices, and consent prompts from modern 
financial apps and services can tend to desensitize consumers, leading many to reflexively accept 
default settings without fully grasping what they are authorizing.62 The risk of desensitization 
potentially becomes even higher stakes in contexts where consumers authorize an autonomous AAI 
to manage major aspects of their financial lives. Behavioral research indicates that many consumers 
tend to overestimate the degree of oversight they retain in digital environments, a dynamic that 
becomes especially problematic as AI agents grow more sophisticated, context-aware, and autono-
mous.63 This pattern could potentially result in a gradual erosion of consumer awareness and agency, 
where individuals may unwittingly relinquish control over high stakes financial decisions. In light of 



The Next Wave Arrives: Agentic AI in Financial Services
18

Section 5: Consumer Protection Implications of AAI
FinRegLab

these concerns, protecting consumer autonomy and ensuring informed, ongoing consent emerge as 
urgent challenges for financial regulators and technology designers alike. 

5.2	 Responsibility for unauthorized transactions and other errors in handling consumer funds
The prospect of financial agents autonomously initiating and executing payments, funds transfers, 

investments, and other financial transactions on behalf of consumers also raises important questions 
about liability and other financial consequences where the transactions go wrong. The answers may 
be complex depending on what means of payment is being used, what business is supplying the 
financial agent to the consumer, what aspect of the transaction went wrong and why, and how exist-
ing federal laws governing liability and dispute resolution for payments transactions may apply. These 
questions have substantial implications for consumers as to whether and how they will recover from 
financial losses, as well as for financial services providers that are involved in processing the payments 
and for merchants or other companies that are providing the goods or services. 

For example, in the context of traditional credit card transactions, the Truth in Lending Act (TILA) 
generally limits consumers’ liability from unauthorized charges, charges for goods or services not 
accepted or delivered as agreed, and computational and other errors.64 The Electronic Fund Transfer 
Act (EFTA) also limits consumers’ liability from unauthorized electronic transfers involving deposit 
and other transaction accounts, and requires the financial institution providing the account to 
investigate and correct incorrect fund transfers to or from a consumer’s account.65 Credit card and 
debit card networks have adopted additional rules on top of these legal regimes to facilitate dispute 
resolution between the various businesses that are involved in the payments transactions, either 
as providers of the ultimate goods and services or as part of the payment processing ecosystem. 
However, the two laws and the payment network protections generally exclude transactions that 
are made by a person that the consumer has authorized to use their credit or debit cards, meaning 
that the consumer must absorb any initial losses and seek relief from the human agent directly.66 

BOX 6  AAI TRANSACTIONS INVOLVING TRADITIONAL PAYMENT NETWORKS
Where a consumer disputes a particular card transaction as unauthorized, both TILA/EFTA and the payment 

network rules generally require the institution that is providing the credit card or transaction account to reim-
burse the consumer initially and then work with merchants and other parties involved in the transaction on the 
back end to sort out which entities bear which losses. The payment networks’ rules assign the risk of disputes 
differently depending on whether the transaction involved a physical card at a physical point of sale. For “card 
present transactions,” the risk is on the bank that issued the card to the consumer so long as the merchant 
obtained a valid physical authorization. For “card not present transactions,” liability generally falls on the banks 
that help merchants process the card transactions, and those institutions in turn impose the liability on the  
merchants by contract.

Given that physical cards are not presented to merchants in the course of AAI transactions, some stakeholders 
have pointed out that merchants (and their banks) have a strong incentive under existing frameworks and rules 
to try to block AAI payments to limit their potential liability for disputes. However, depending on what com-
pany is providing the agent to the consumer in the first instance, it may not always be easy for the merchant 
and the processing financial institution to identify the transaction. For example, it may not be clear whether a 
transaction conducted via a large general e-commerce platform or an agentive system that has been selected 
independently by a consumer involves an agentive shopping tool or is being conducted directly by the consumer. 

Some stakeholders have suggested amending the rules that implement TILA and EFTA to avoid assigning 
liability to merchants, while requiring providers of agentic shopping tools to provide disclosures and other tools 
to ensure that consumers understand that their rights to dispute transactions would be reduced relative to tra-
ditional transactions.67
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BOX 7  AAI TRANSACTIONS INVOLVING STABLECOINS AND CRYPTOCURRENCIES
Use of stablecoins or cryptocurrencies in AAI transactions raises additional questions about the resolution 

of unauthorized or erroneous transactions. Interest in using these currencies for AAI transactions is substantial 
because they can be used to make payments in real time across the globe, without having to wait for card 
network processing or being subject to related fees.68 However, EFTA does not define what types of “funds” 
are subject to its protections in either statute or regulation, and only a few court decisions have addressed the 
topic.69 A number of crypto proponents have argued that US-based transactions in digital currencies should not 
be subject to EFTA.70 

Although stablecoins and cryptocurrencies were not widely used for general retail transactions in the US prior 
to the adoption of federal legislation in summer 2025, some initiatives were beginning to emerge. For example, 
Coinbase Payments launched to facilitate retailers’ use of stablecoins at checkout, with Shopify adopting it in 
partnership with Coinbase and Stripe.71 Major retailers such as Walmart and Amazon were also reportedly con-
sidering issuing their own stablecoins to establish alternatives to traditional payments systems and facilitate 
the offering of benefits and loyalty programs.72 A number of banks and other financial services providers are 
pursuing partnerships with stablecoin providers or tokenized deposit solutions that also involve blockchain tech-
nologies, without abandoning traditional accounts and payment rails (and related dispute resolution and liability 
systems) altogether.73 

The 2025 stablecoins legislation limits issuance to banks or other approved entities and imposes certain other 
restrictions on issuers’ operations, but did not address EFTA applicability. Broader legislation on cryptocurrencies 
market structure was pending at time of publication.74 

Agentic AI applications raise critical questions about who should take responsibility for transac-
tions that go wrong and whether and how to apply existing regulatory and market structures or to 
create new ones. Among stakeholders who are viewing these issues through the lens of traditional 
payment systems, many have suggested that in situations where a consumer chooses to deploy a 
third party AAI system that simply fails to execute a transaction properly (as compared to situations 
in which the system is hacked by an outside bad actor, which is discussed in more detail in Section 
5.3), it should be treated as the equivalent of a human agent error that exonerates both merchants 
and payment processors from liability and leaves the account owner and the third party agent pro-
vider to sort out which party absorbs financial losses and other harms. More broadly, the application 
of general product liability laws to AI and other types of software are still evolving. For instance, 
some software developers use end user license agreements to disclaim liability for their products 
once downloaded to a user’s device, and liability as between developers of foundation models and 
companies that build their own applications based on fine-tuned versions of those models is also 
unclear particularly in fields with substantial compliance obligations such as financial services.75 

These questions are critical to determining the extent to which consumers must absorb initial or 
long-term losses and engage with various parties to try to sort out unauthorized or incorrect transac-
tions. They also have important implications for the providers of the underlying products and services, 
payment processors, and other actors such as the agentic system developers. Indeed, even separate 
from the consumer protection concerns, some stakeholders have suggested that uncertainty over the 
business-to-business dynamics could cause merchants to try to block AAI payments involving debit 
or credit cards until there is greater clarity about dispute processes and liability rules.76 (See Box 6). 
Some proponents of AAI systems are also motivated to conduct transactions in stablecoin or other 
cryptocurrencies, which could also have impacts on dispute rights and liabilities (see Box 7). 
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5.3	 Data governance and security challenges
Depending on the use case, AAI systems may handle large amounts of highly sensitive personal 

financial data—including users’ spending habits, location history, social connections, employment 
status, and health proxies. While they could potentially help consumers manage their data as well 
as their finances, their AAI systems’ autonomy and complexity also raise concerns that they may 
become major targets for bad actors and fail to safeguard consumers’ information.

The first issue is whether AAI systems will use sufficient care when storing and sharing data. 
Although initial consumer-facing applications may require consumers to approve each data transfer, 
payment, or financial account opening individually, some stakeholders worry that the systems will 
increasingly be able to obtain credit reports, share transaction and investment details with outside 
companies, or authorize third-party APIs to access bank accounts without the consumer’s active, 
informed consent. AAI systems’ memory capabilities also increase concerns that they could use sen-
sitive information in unexpected downstream contexts without obtaining express consumer consent. 

Sharing such information inappropriately with outside parties may expose consumers to 
cross-selling, pricing manipulation, or other unwanted and damaging consequences. Increases in 
AAI systems range of activities could raise questions about the application of data and consumer 
protection laws as well. For example, the extent to which agents can receive disclosures, consent to 
data sharing or other actions, or exercise dispute rights on behalf of consumers could have import-
ant implications for application of data protection laws—whether sector-specific (like the Fair Credit 
Reporting Act, Gramm-Leach-Bliley Act, or state laws) or general (like the European Union’s General 
Data Protection Regulation).77 

A second concern is that AAI systems are likely to become frequent targets of attacks from mali-
cious actors that may themselves deploy agentic systems. The APIs that function as the backbone 
of AI-based automation are already seeing increases in attacks from bad bots, which are estimated 
to constitute 38% of internet traffic to companies in the financial services sector.78 Certain technical 
issues may also increase risks. For example, AAI systems sometimes behave unpredictably when 
interacting with each other, raising concerns that different elements or systems might exploit each 
other or collude in unintended ways.79 Additionally, because some AAI systems rely on less data 
than GenAI models, they may be more susceptible to adversarial inputs, data poisoning, or model 
inversion attacks.80 

These issues underscore the importance of building strong guardrails, thorough testing, ongoing 
monitoring, and prompt intervention, since data and cybersecurity concerns affect the appeal of 
AAI systems for both financial services providers and consumers.

5.4	 Questions about trust and tailoring to LMI populations
Building on the concerns raised above, there are also questions about the extent to which con-

sumers who are financially vulnerable or have struggled to access financial services in the past will 
find personal AAI tools to be tailored to their needs and be willing to adopt them. These populations 
could potentially experience significant benefits from reliable tools that are designed to manage their 
specific financial challenges and goals, but their past life experiences may also heighten their concerns 
about the risk of financial loss, control over their personal financial data, and general suitability.

Research conflicts as to the extent to which consumers are willing to disclose sensitive infor-
mation to automated systems and rely on the resulting advice. Some trends and studies suggest 
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that people are often more willing to disclose sensitive information to automated systems than to 
humans, perhaps in part because of fear of judgment or difficulty in accessing human assistance.81 
At the same time, other research has documented persistent consumer skepticism toward algorith-
mic decision tools, particularly among people who are concerned about sharing personal data or 
who consider themselves to be well educated on related topics.82

Lab-based tests by the United Kingdom’s Financial Conduct Authority on tools for minimizing 
overall interest and fees across multiple debt payments documented ways that issues of trust, data 
privacy, and the perceived value of explainability can shape how consumers engage with automated 
advisors. Though it did not differentiate based on income, the study found that consumers with lower 
financial literacy experienced the greatest financial benefits from the tool. Willingness to pay for the 
tool was highest among that same group, but lower among high literacy consumers and those who 
were more distrustful of algorithms, who were also more likely to experience less savings because 
they overrode the recommendations. On average, participants were not willing to pay more for a ver-
sion that explained its actions compared to a version that simply delivered the answer, and the study 
did not find that having used the version of the tool that provided explanations led to improved  
outcomes when participants were later asked to allocate payment amounts without the tool.83 

Surveys by the non-profit CommonWealth find that LMI consumers tend to have less exposure 
to chatbots and lower comfort levels with robo advising than wealthier populations, yet inter-
est levels tend to be higher among LMI populations who are younger, Black or Hispanic, or have 
recently experienced a financial hardship. Across respondents, concerns about data security and 
privacy ranked slightly ahead of concerns about reliable information, though interest in finding 
trusted financial education sources was high across LMI respondents.84 The survey results suggest 
that successful AI advisors will prioritize earning trust through communication and education about 
their capabilities and information sources, drive engagement through content that is personalized 
to the consumer’s individual finances and goals, provide consumers with meaningful options to 
balance automation and control, and offer multilanguage accessibility. The ability to access human 
assistance where issues arise with the automated system can also substantially affect consumers’ 
willingness to experiment with new technologies.85

Some stakeholders also expressed concern that without deliberate design choices, development of 
personal financial agents may tend to prioritize the needs of affluent consumers and leave LMI popu-
lations with generic, ill-fitting, or inaccessible tools. For example, assistance in navigating government 
benefits applications processes and data sources is specialized and mistakes could have different 
consequences for consumers. As the CommonWealth study intimates, those most in need of access 
to high quality financial advice may be open to using AI services, but trust in AI in general remains 
low among LMI populations—in part because of data privacy and security concerns or because of 
their expected lack of personalization to LMI situations. This gap poses both a potential market failure 
and a financial security concern, warranting further research and policy attention to ensure AI-driven 
financial services do not reinforce existing disparities in financial health and inclusion.

A related risk concerns the potential amplification of bias by AAI to the extent they are trained on 
financial behavior data and predictive models that reflect existing racial, gender, and socioeconomic 
disparities or that they are structured to assume particular personas that may contain hidden biases 
based on personality characteristics.86 Without appropriate safeguards and monitoring, AAI systems 
could potentially steer consumers from marginalized communities toward higher-cost products, 
riskier financial behaviors, or limited service options based on inaccurate or biased assumptions 
about their financial situations, further entrenching inequities in financial outcomes and access.



22
FinRegLab

6.	�POTENTIAL PROVIDER AND SYSTEMIC RISKS  
RELATED TO AAI
Poor design and performance of AAI applications could also present risk of financial losses or 

other harms to individual financial services providers and, depending on scale, the broader financial 
system. While individual providers have greater control over the deployment and risk management 
of their own AAI tools, it is also important to consider the potential impacts of AAI systems that are 
developed by other companies and deployed by a broad range of parties, including the providers’ 
own customers. 

Many of these risks are similar in nature or directly related to concerns raised in Section 5. For 
example, goal misalignment and drift within AAI systems is a potential concern for internally facing 
AAI systems as well as for consumer facing use cases, though companies are potentially better posi-
tioned to maintain clear and consistent communications, monitoring functions, and interventions 
than individual users. Concerns about data governance and information security also affect finan-
cial services providers, and could potentially stress their systems in dealing with multiple external 
agents as well as bad bot traffic. Some banks are also growing increasingly concerned about the 
lack of clarity over liability for errors in money movement by agentic systems, given that they 
often have to manage disputes and absorb initial costs and are sometimes looked to by customers 
and regulators to make consumers whole even where regulatory and network requirements do not 
mandate that outcome. 

The speed and potential scale of agentic programs in taking autonomous action also raises 
potential concerns that they could amplify volatility, feedback loops, synchronized behaviors across 
multiple AAI systems, and cascading failures if they react to market signals in ways that exacerbate 
negative cycles or events. For example, as financial institutions increasingly rely on a small number 
of third-party foundation models, some stakeholders have voiced concern that critical flaws, data 
poisoning events, or hidden biases could trigger simultaneous, destabilizing activities across dozens 
of institutions. AAI systems’ capacity to operate instantaneously at substantial scale also creates 
the potential for AI-driven flash crashes that are far more complex and rapid than those seen in 
current high-frequency trading systems. The widespread use of AAI for activities such as real time or 
dynamic insurance repricing, mass mortgage refinancing, or AI-managed debt collection strategies 
could also potentially raise procyclicality challenges and other concerns across other markets, such 
as exacerbating consumer hardships and liquidity shocks during rapidly changing economic condi-
tions and natural disasters.

Concerns have also been raised about whether AAI systems could increase volatility with regard 
to bank deposits, and thus undermine the stability to the broader financial system. The concern is 
that large numbers of financial agents could begin transferring deposits between different banks 
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seeking higher returns or responding to concerns about individual institutions’ stability. At its most 
extreme, this could potentially both complicate situations such as the Silicon Valley Bank case where 
concerns about individual banks’ soundness emerge and undermine the stability of banks’ deposit 
base more generally. However, the extent to which such transfers could reach scale would depend 
on several factors, including the extent to which Know Your Customer laws and other constraints 
limit AAI systems’ ability to open new accounts and transfer funds without the active participation 
of accountholders. 

The risks of different agentic systems influencing each other that were mentioned in Section 5  
also factor into concerns about collective action producing negative systemic effects. Research from 
institutions like INET Oxford on agent-based modelling has suggested the most dangerous out-
comes are not necessarily programmed but rather are emergent properties of complex systems.87 
This increases concerns that autonomous systems could develop “herding” behaviors or even learn to 
coordinate in ways that resemble tacit collusion, leading to negative consequences for the market as 
a whole as well as individual firms and consumers. For example, the adoption of AI pricing algorithms 
in the German petroleum market led to increased prices indicative of collusion in markets where 
humans were no longer involved in pricing decisions.88

More broadly, though it is beyond the scope of this report, the adoption of AAI systems is likely 
to add further fuel to discussions about the impacts of AI on the labor market and on competitive 
dynamics between different firms depending on their technology and data resources.89 
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7.	 CRITICAL QUESTIONS GOING FORWARD
Realizing the potential benefits of AAI while safeguarding consumers and financial system stability 

will depend on addressing a range of issues concerning safe adoption. While the potential application 
of existing laws and guidance or the development of new regulatory frameworks is an important 
question, decisions about technology, business models, market practices, and broader governance 
mechanisms will also play a critical role in shaping deployment. 

Some industry participants have begun suggesting frameworks for risk management and self- 
regulation that may be instructive. For example, IBM Consulting in Australia has produced a catalogue 
of fifteen types of risk and associated controls that financial services providers can implement at dif-
ferent layers within their internal AAI systems.90 Sardine.AI, a financial technology company focused 
on fraud prevention and transaction risk management, has outlined a governance framework for that 
context that includes carefully structured training and data curation, presentation of AAI outputs to 
human decisionmakers, comprehensive ongoing auditing and oversight mechanisms, and structured 
improvement loops. The model emphasizes early and continuous risk monitoring throughout the AAI 
lifecycle—an approach well-suited to the ongoing, adaptive governance challenges posed by agentic 
AI systems across other areas of consumer finance.91 

Academic papers and industry sources are also cataloguing metrics and benchmarks for measur-
ing AAI systems’ performance across a range of dimensions, and the National Institute of Standards 
and Technology is beginning the process of developing tailored security guidelines for AAI systems 
as well as other AI applications.92

This section highlights key issues and questions for consideration that will ultimately help to 
shape both the benefits and risks that are realized from the adoption of AAI systems in financial 
services. It starts with questions for developers of financial AAI systems, outlines broader ecosystem 
questions regarding consumer agency and protection as well as financial stability, and concludes 
with questions about regulatory oversight. 

7.1	 Core development and risk management practices by companies offering financial AAI systems
Firms developing financial AAI applications face a series of questions about how to ensure that 

the resulting systems are generally fit for purpose, in addition to issues concerning consumer and 
systemic risks and regulatory expectations as discussed in additional detail in later sections.
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	» �What kinds of data curation and governance practices are most effective in working with 
dynamically updating and autonomous systems that may contain multiple components (agents, 
LLMs, etc.)? Where can cross-industry data infrastructures and coordination mechanisms be 
modernized to facilitate the safe, accurate, and efficient operation of AAI systems? 

	» �What technology tools can be applied to AAI systems to ensure that they act in 
accordance with the interests of consumers, small businesses, or other users and with legal 
requirements? How can and should users’ interests be defined in this context? 

	» �What quality control, auditability and explainability structures, and human-in-the-loop 
oversight mechanisms are most effective in ensuring that AAI systems remain fit for 
purpose over time?

	» �How can AAI systems be designed, monitored, and adjusted to avoid amplifying bias in 
credit, insurance, or wealth-building decisions?

	» �How can AAI systems be designed to protect the privacy and security of consumer 
financial data in agent-driven ecosystems?

	» �How can developers improve their testing protocols to assess how AAI systems may 
interact with each other after deployment? Are there additional safeguards that AAI system 
developers can implement to guard against herding behavior and other systemic risks?

	» �Where do traditional risk management and compliance frameworks, infrastructures, 
and processes need to be adjusted or expanded for application to systems that are 
dynamically updating and substantially more autonomous than prior generations of AI? 

	» �Where AAI systems are built to incorporate foundation models, what responsibilities 
should fall on the foundation model developers as compared to the downstream AAI 
system developers, respectively, to ensure that systems are fit for use, comply with law, 
and can be trusted by end users? 

7.2	 Additional consumer agency and protection questions
	» �How can consumers communicate effectively with and have confidence that AAI systems’ 
objectives and scope of authority will follow their directions and meet their expectations? 
What transparency mechanisms are most effective for helping consumers understand AAI 
systems’ ongoing activities and outcomes? 

	» �How can consumers maintain meaningful oversight and control over the activities 
of autonomous AI systems acting on their behalf? How should consent processes be 
designed? Should there be limits on what can be automated? 

	» �Which parties should be responsible for addressing situations in which agentic AI systems 
take actions that are inconsistent with consumers’ instructions or otherwise do not serve 
interests? What are effective models for consumer redress when harmed by opaque or 
autonomous AI-driven financial decisions? 

	» �Can and should agentic AI systems be required to prioritize consumer financial well-being 
(akin to fiduciary duties), and how would such obligations be defined and enforced? 

	» �Do providers of AAI systems have an obligation to warn consumers that dispute rights and 
liability limitations may be different than what they are used to in conducting direct bank 
account transfers or transactions with their debit or credit cards?
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	» �Particularly in light of existing financial regulatory requirements that give consumers the 
right to make inquiries, dispute errors, or obtain information, do those requirements need 
to be adjusted to account for situations where AAI systems perform such activities on 
consumers’ behalf? 

	» �Are new regulatory frameworks or adjustments to existing consumer protections regarding 
liability limitations, discrimination, data sharing and protections, or unfair, abusive, or 
deceptive acts and practices needed to address the use of AAI systems? 

7.3	 Additional financial stability questions
	» �Are there specific types of correlated market behaviors by AAI systems that should be 
incorporated into traditional systemic risk and stress testing models to facilitate better 
monitoring and mitigation?

	» �What early warning indicators and systems could detect destabilizing behaviors among 
agentic financial systems before crises emerge?

	» �What failsafe or human-intervention protocols should be required for agentic AI systems 
operating at financial system scale? 

	» �Should providers of foundation models ever bear liability where financial AAI systems 
malfunction due to issues with integrated LLM components (e.g. inadequate design, 
negligence in training data, failure to install safety measures)?

	» �Are new regulatory frameworks or adjustments to existing regimes focusing on managing 
systemic risk needed to address the use of AAI systems? 

7.4	 Additional regulatory oversight questions
	» �Do regulators need specialized units, interagency tasks forces, international agreements,  
or other resource and infrastructure investments and mechanisms to facilitate effective 
AAI systems monitoring?

	» �What technological tools and adjustments to existing regulatory frameworks may be 
needed to meet explainability needs and monitor outcomes without unduly constraining 
innovation in agentic financial system? How can federal and state interests in regulation 
be optimally balanced?

	» �How should supervisory oversight infrastructures and processes be adapted for 
continuous, adaptive AI systems versus static, rules-based financial models? 

	» �What advantages and disadvantages do industry self-governance mechanisms have in 
the AAI systems context, and how can they potentially be strengthened by design choices 
regarding direct supervision and regulation? 

	» �What role should third-party audits and other independent research and testing play in 
verifying that agentic AI systems meet fairness, safety, and financial stability standards?

	» �Where and how can regulatory sandboxes and controlled pilot programs be structured to 
accelerate beneficial use cases, the refinement of industry and regulatory standards, and 
the identification of effective risk mitigation strategies? 
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8.	CONCLUSION
Although financial services stakeholders are still working to manage the adoption and gover-

nance of machine learning and GenAI, agentic AI deserves substantial and immediate attention. AAI 
systems’ ability to deploy agents, LLMs, and other technologies cooperatively to incorporate new 
information dynamically, operate autonomously, and execute multi-step workflows has tremendous 
potential across a broad range of financial services applications, including the creation of powerful 
new financial management tools for consumers and small businesses. 

However, deploying these systems to support and perform high-risk/high-reward functions will 
require solving a series of technology, business, governance, and regulatory issues to address poten-
tial concerns about reliability, transparency and control, customer protection, error correction, and 
financial stability. Even if individual companies are not ready to implement AAI systems, they may 
be affected by the decisions of consumers or other companies to adopt agentic applications.

Reducing uncertainty around critical issues can both help to mitigate risks and facilitate ben-
eficial adoption. A critical early step toward these goals is to increase awareness and engagement 
across the financial services ecosystem by bringing together a broad range of technologists, business 
leaders, researchers, policymakers, advocates, and other stakeholders. Centering the needs of con-
sumers and small businesses and building effective mitigation systems prior to deployment are also 
particularly critical when building direct-to-customer applications that could affect users’ long-term 
financial health and wellbeing. 

FinRegLab is working to facilitate discussions of these issues at its 2025 AI Symposium and 
through other potential convenings, research, and analyses. We welcome feedback on this report at 
contact@finreglab.org.

mailto:contact%40finreglab.org?subject=
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APPENDIX  
Recent Federal and State AI Activity 

AAI may be implicated by many broader federal and state policymaking initiatives even though 
they are not focused specifically on the qualities that distinguish it from other types of artificial 
intelligence. 

The Trump Administration announced a policy “to sustain and enhance America’s global AI dom-
inance” through the removal of regulatory barriers and various international activities in a January 
2025 executive order.93 Federal agencies subsequently strengthened export controls on AI chips, 
though they rescinded an “AI diffusion” rule issued by the outgoing Biden Administration before it 
could take effect.94 After receiving more than 10,000 stakeholder comments, 95 the Administration 
released its much anticipated National AI Action Plan in July 2025 to flesh out the executive order.96 
The plan has three primary pillars focusing on accelerating AI innovation within the US, expanding 
infrastructure, and strengthening export controls and global activities.

In the domestic context, the Plan emphasizes reducing undue regulatory burdens on AI develop-
ment, enabling a “try first” culture, and facilitating infrastructure development, worker training, and 
access to data. This includes investing in research to advance methodologies to provide interpretabil-
ity, controls, robustness, and evaluation metrics, including a number of initiatives managed by the 
Center for AI Standards and Innovation within the National Institute of Standards and Technology 
(NIST).97 Although there is some discussion of protecting privacy and confidentiality, the Plan does 
not discuss financial services or consumer protections in detail.98

As federal policymakers shift their priorities, state legislative activity has continued to accelerate. 
In 2025, approximately 1,100 AI-related bills have been introduced across all 50 states and the District 
of Columbia, Puerto Rico, and U.S. Virgin Islands, with 100 measures adopted across 38 states as of 
mid-July.99 This has already outpaced the 700 bills introduced in 2024 and creates the potential for 
a complex and diverging patchwork of requirements.100 In addition to looking to ongoing legislative 
activities in California,101 a number of states are looking to comprehensive legislation adopted by 
Colorado and Texas as well as to a somewhat narrower bill in Utah as potential templates even as 
those states continue to refine their requirements.102 

For example, the Colorado Artificial Intelligence Act (CAIA, SB 24-205) targets high-risk AI systems 
that substantially influence “consequential decisions,” such as those affecting housing, healthcare, 
employment, education, finance, or legal services, and imposes a duty to prevent algorithmic discrim-
ination.103 Developers and deployers of high-risk systems doing business in Colorado must implement 
risk-management programs, conduct impact assessments, and adopt governance structures aligned 
with frameworks like those of NIST.104 The law also requires pre-use notice, an explanation of adverse 
decisions, and rights to correction and human review or appeal when feasible.105 Implementation is 
scheduled for February 1, 2026, though Governor Polis called a special legislative session for August 
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2025 to revisit CAIA’s implementation date and address both budget impacts and industry concerns 
about compliance burdens.106 

In the face of so much state activity, several large companies have actively lobbied the fed-
eral government to preempt state-level AI regulations, arguing that a fragmented, state-by-state 
approach would stifle innovation and complicate compliance for firms operating nationwide. The 
One Big Beautiful Act originally contained a 10-year moratorium on state regulation, but it triggered 
substantial opposition including among some Republicans and at least one tech CEO before being 
removed by the Senate.107 The National AI Action Plan states that federal AI funds should not be 
directed toward states with “burdensome AI regulations that waste these funds,” but should also 
not interfere with prudent laws that are not unduly restrictive to innovation.

Other federal legislative activity has picked up but remains fragmented, with draft bills focusing on 
AI transparency, liability, systemic risk monitoring, and sector-specific safeguards.108 Internationally, the 
European Union continues to advance its AI Act, and other global partners are developing AI regulatory 
frameworks with implications for cross-border financial services and AI-powered consumer products.109

This evolving policy landscape illustrates the challenges of federal authority, state experimen-
tation, geopolitical security risks, and commercial imperatives in shaping the future of AI policy. 
It also underscores the value of a cohesive and adaptive government strategy that can address 
the implications of AI in sectors such as financial services where AI adoption raises core priorities 
including financial stability and consumer protection.
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